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In many statistical problems it of interest to estimate integrals functionals, namely

functionals of the form

T (f) =

∫
X
f(x)φ(x, f(x)) dx,

for some known φ, given an i.i.d. sample X1, . . . , Xm with density function f . These func-
tionals often have information-theoretic interpretations, such as the differential entropy with
φ(x, y) = − log y, or the Rényi entropy of order α with φ(x, y) = yα−1. We may alternatively
be interested in the estimation of two-sample integral functionals of the form

T (f, g) =

∫
X
f(x)φ(x, f(x), g(x)) dx,

given an additional i.i.d. sample Y1, . . . , Yn with density function g. These include well known
quantities such as the Kullback–Leibler divergence, Rényi divergence and Hellinger distance.

Our proposed estimation procedure is based on k-nearest neighbour distances of our
samples ρ(k),i,X = ‖Xi − X(k),i‖ and ρ(k),i,Y = ‖Xi − Y(k),i‖ where, for each i, we find the
orderings X(1),i, . . . , X(m−1),i and Y(1),i, . . . Y(n),i of {X1, . . . , Xm} \ {Xi} and {Y1, . . . , Yn}
respectively such that

‖Y(1),i −Xi‖ ≤ . . . ≤ ‖Y(n),i −Xi‖ and ‖X(1),i −Xi‖ ≤ . . . ≤ ‖X(m−1),i −Xi‖.

Our starting point is to consider estimators
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which we show can be modified, in some cases, so that the bias is of order o(m−1/2). We then
show that these modified estimators achieve the local asymptotic minimax lower bound, in
that

mVarT̂m = Var
(
φ(X, f(X)) + f(X)φ′(X, f(X))

)
+ o(1)

in the one-sample case, and that, in the two-sample case,

mVarT̂m,n = Varf (φ+ fφ1) +
ζ

1− ζ
Varg(fφ2) + o(1),

where ζ = limm→∞m/(m+ n), and we write φ1(x, y, z) = ∂φ/∂y and φ2(x, y, z) = ∂φ/∂z.
Suprisingly, when we are interested in estimating the Rényi entropy Tα(f) =

∫
X f(x)α dx,

we find that the variance of our efficient estimator is given by α2Var{f(X)α−1}. When
α ∈ (1/2, 1), this is strictly smaller than the variance of the ‘oracle’ estimator T ∗m =
1
m

∑m
i=1 f(Xi)

α−1, which uses knowledge of the unknown density f .
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