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We study a graphical version of a two-sample statistical inference problem. Specifically, given a pair of
independent samples, 1), ... (") and y), ... y(™) each from a member of a fixed parametric family
of pairwise Markov random fields, we are interested in developing a statistically valid procedure for testing
whether the x-graph and the y-graph differ for general pairwise Markov random fields that are not necessarily
Gaussian and even when the possible number of edges p far outnumber the sample sizes n, or n,. To this
end, we propose a method for constructing an asymptotically normal and unbiased estimator of the change
in a scalar edge parameter ¢, of interest.

Our proposed method builds on both the density ratio estimation literature and recent developments in
post-selection or post-regularization inference. In particular, we make use of the sparse KLIEP procedure
proposed in [1] to obtain an initial direct estimate of the change, to which we apply one-step correction, as
suggested in [2], or a method that generalizes double selection, which was proposed in [3]. In simulation
studies, we are able to demonstrate that the resulting estimator compares favorably with the oracle estimator.

Table 1: Simulation Results

(a) Empirical Coverage of Normal-Approximation-Based Cls

graph pair [ m [ Ny [ Ny [ oracle [ naive [ one-step | double

chain #1 25 | 150 | 300 | 0.952 | 0.882 0.952 0.952

50 | 300 | 600 | 0.955 | 0.836 0.959 0.950

chain #2 25 | 150 | 300 | 0.944 | 0.888 0.934 0.942

50 | 300 | 600 | 0.936 | 0.817 0.920 0.939

3-ary tree #1 25 | 150 | 300 | 0.940 | 0.893 0.956 0.941
50 | 300 | 600 | 0.945 | 0.865 0.963 0.956

3-ary tree #2 25 | 150 | 300 | 0.951 | 0.919 0.963 0.941
50 | 300 | 600 | 0.942 | 0.858 0.951 0.936

(b) Empirical Bias x102

graph pair ‘ m ‘ Ng ‘ Ny ‘ oracle ‘ naive ‘ one-step | double

chain #1 25 | 150 | 300 | -0.396 | 7.011 -1.585 | -1.428

50 | 300 | 600 | 0.096 | 6.979 -1.469 | -1.388

chain 2 25 | 150 | 300 | -0.452 | 6.662 -1.144 | -1.035

50 | 300 | 600 | -0.330 | 7.000 -0.814 | -0.614

3-ary tree #1 25 | 150 | 300 | -0.118 | 7.709 -0.968 | -2.348
50 | 300 | 600 | -0.936 | 7.368 -0.025 | -1.197

25 | 150 | 300 | 0.252 | 6.455 0.793 0.225

3-ary tree #2

50 | 300 | 600 | -0.487 | 8.234 -0.458 | -0.858
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