
The strength of the linear relatioIJship is JIlO(ierate. so the conela1ion is probably around
0.6 to o.s.

••

•

••

•
••••

••• • •• ••

•

g(p.) = (1 - p.2).

•

V(y) = l(p.) = p.4.

Height (ems.)

1 1 2

g(p.) = h'(p.) = _1/p.2 = -p. ,

40

50

scatterplot of Weight vs. Height
60

Var(R) ~ (1 - p~? = (1 - p.2)'l.,

~ \" :'"
l30 •• I
~ . .
Gi
3: 20.,... ~

130 140 150 160 170

J dR 1 \R+1\ 1 (l+R) -1h(R) = (1_ R') = 21og" R=l = 21og, 1=Jl = tanh (R).

Yi = 2.,Jn sin-1 JP";..

Then we can fit the regression model Yi = {3o+ (31Xi' The transformation insures that
the variance is stable.

The appropriate transformation is

then

(e) One example is in item response, where subjects are given a series of test questio"". The
proportion of people that answer correctly is related to the difficulty of the question, but
since we are using proportions, this transformation can be used to stabilize the variance.

(b) Let

then

10.28 (a)

Solutions to Section 10.5

10.27 Since

10.26 Since E(R) = p and
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Scatterplot of Ridges of Twin 2 VS. Twin 1
120

-[135 x 26 +...+ 135 x 30] - 30(144.8)(36.167)

-
1275.

S:Q;

-LX~-nX2
i=

[1352 + ... + 1352] _ 30(144.8)2

=

1716.8.

Syy

=LY? - ny2

i=
262 + ... + 302 _ 30(36.167)2

=

1718.167.

z = -In - 3(-$ -"po) = -130 - 3(0.955 - 0.867) = 0.457.

The p-value is 0.323, leading to the conclusion that p is not significantly higher than
0.7.

~ 1 (1 + r) 1 (1 + 0.742)"p = 2 loge r=-;: = 2 loge 1- 0.742 = 0.955,

the test statistic is

Since

Then the sample correlation is

r = Szy = -;:;==1::;::2:::;::75===" = 0.742
..fi1:.xSyy J(1716.8) (1718.167) .

Testing Ho ; p = 0.7 vs. HI : p> 0.7 is equivalent to testing

1 (1+0.7)Ho : "p = 2 loge 1 _ 0.7 = 0.867 vs. HI : 'ljJ > 0.867.

(b)UsiIIr« S= 1.(4.8 ••• i= aJR,
Ss. - Esa-nSIi

10.29 (a)



This plot shows a very strong linear relationship, so the correlation is probably close to
1.

(b) From Minit.b, r = 0.971. To find. 95% CI for p we must fust find. 95% CI for,p.

A 1 (1+1') 1 (1+0.971)'lj; = 2 loge H = 2 loge 1- 0.971 = 2.110.

Then a 95% CI for 'lj; is
A 1 1

'lj; ± ZO.025 -~ = 2.110 ± 1.96 J12=3 = [1.456,2.7631.yn _ 3 12- 3

Then a 95% CI for p is

f e2l - 1 e2u -11 fe2(1.456) -1 e2(2.763) - 11l e:;r:;:l' .'" + I = l.,2(,"56) + I' .2(2.'63) + I = [0.897,0.992).

10.30 (a)

scatterplot of Best Sprint Times

212}

•••

21.0

•
• •

2O.8J

•

20.6

- .•.\

•

•.!! ~ 20.2

~ 20.01

•
8.8

10.010210.410.610.811.0

100 meter

This plot shows a moderately strong linear relationship, so the correlation is probably
around 0.6 to 0.8.

(b) From Minitab, r = 0.836. To find. 95% CI for p we must fust find • 95% CI for,p .

•i, = ~1 (~) = ~1 (1 +0.836) = 1.208.0/ 2 age 1 _ l' 2 age 1 - 0.836

Then a 95% CI for 'lj; is
A 1 1

,p ± Z().025 ~ = 1.208 ± 1.96 ~ = [O.46'7.l.949}.n-3 10-3

Then a 95% CI _ p is

f~-1 ea--1l fe-4&1)-1~-llL••••+I' e'!' +1 = L~ + I' ~.... = •••. lI.J&lIl.



Female Ute racy Rate C%»
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o 20 «l 60 60 100

Scatterplot of Mortality vs. Literacy
300

z = ";n - 3(.(i; - 'If;o) = ";10 - 3(1.208 - 0.549) = 1.744.

The P-value is 0.041 < a = 0.05, so conclude that p is significantly higher than 0.5.

Testing Ho : p = 0.5 vs. HI : p > 0.5 is equivalent to testing

1 (1+0.5)Ho : 'If; = 2: loge 1 _ 0.5 = 0.549 vs. HI : 'If; > 0.549.

The test statistic is

This plot shows a moderately strong negative linear relationship, so the correlation is
probably around -0.6 to -0.8.

(b) From Minitab, r = -0.702. To find a 95% C1 for p, we must first find a 95% C1 for 'If;.

A 1 (l+r) 1 (1-0.702)'If; = 2: loge 1 _ r = 2: loge 1 + 0.702 = -0.871.

Then a 95% C1 for 'If; is
All

'If;± ZO.025y"1i'"=3 = -0.871 ± 1.96 v"3"O=3 = [-1.248, -0.494].

Then a 95% C1 for p is

[e2l -1 e2u -1] [e2(-1.248) -1 e2(-O.494) -1]e2l + 1 ' e2u + 1 = e2(-1.248) + l' e2(-0.494) + 1 = [-0.848, -0.457].

Testing Ho : p = -0.7 vs. HI : p < ~0.7 is equivalent to testing

1 (1- 0.7)Ho : 'If; = 2: loge 1 + 0.7 = -0.867 vs. HI: 'If; < -0.867.

The test statistic is

z = ";n - 3(.(i; - 'If;O) = ";30 - 3( -0.871 + 0.867) = -0.020.

The P-value is 0.492, leading to the conclusion that p is not significantly higher than
0.7.

10.31 (a)

10.32



Let

Ui = aXi + b and Vi = CYi + d.

Then

U = ax + b and ii = cY + d.

Then

})Ui - U)(Vi - ii) = })axi + b - ax - b)(CYi + d - cY - d)

= ac :L:(Xi - X)(Yi - y),

:L:(Ui - u)2 = :L:(axi + b - ax - b)2

= a2 :L:(~i- x)2,

:L:(Vi - ii)2 = :L:(CYi + d - cY - d)2

= c2 :L:(Yi _ y)2.

Then

2:(Ui - U)(Vi - ii)

rulI·= v'2:(Ui - U)2 2:(Vi - v)2

_ ac2:(xi - X)(Yi - y)

- v'a2 2:(Xi - x )2c2 2:(Yi - y)2
= rzy.

Solutions to Chapter 10 Advanced Exercises

10.33 Let

Yi = t30 + t3IXi = Y + t3I (Xi - x) .

. Then

:L:(Yi-Yi)(Yi-y) = :L:(Yi-~-.8I(Xi-X)) (Y+t3I(Xi-X)-y)

= :L: (Yi - Y - t3I(Xi - x)) (t3I(Xi - X))

= t3I :L:(Yi - Y)(Xi - x) - .8~:L:(Xi - X)2
~ ~2= PI Szy - PI S=

S~ ~
= -5 - ~ S:r;z = O.zz zz

10.34 (a) The model is
Yi = Po + PIXi +~, for i = 1, ... , ni + n2.

If an observation is drawn from population 2, then Yi = f30 + €i, so that f30 = J1.2.

Similarly, if an observation is drawn from population 1, then Yi = f30 + PI + €i, so that _
f30 + PI = J1.1, or PI = jJl - jJ2'

- 178-



(b) Let nl +n2 =n. Then

L:XiYi - nxy

L:x~ -n:t2

nlYl - n (~) (n1Y1 ~n2Y2)= ------'-----.....
nl - n(ndn)2

- 2- -
nnlYl - nlYl - nln2Y2= --------

nnl - n~
= Yl-Y2,

and

/30 = Y - ~lX

nlYl +n2Y2 (_ _ )nl= -Yl-Y2-n n
= Y2-

(c)
n ~ ~

SSE = })Yi - Yi)2 = l::(Yi - Yl)2 + l:: (Yi - Y2)2,
i=l i=l i=nl+l

and so

MSE = (nl -l)s? + (n2 -l)S~n-2 '
with n - 2 = nl + n2 - 2 d.f.

(d)

10.35 (a)

E(S2) = _L:_f=_l_(~_·_-_l)_E_(s~~_)= _a2_E_f=_l_(~_·_-_1_) = a2n-k n-k .
So s2 is an unbiased estimate of the common variance a2.

(b)

i j i j

= l:: l::(Yij - Yi)2 + l:: ~(yi - Yij)2
i j

+2 ~ ((yi - y;;l ~(y;; - y;))

i j

i j

i j

- 179-



Chapter 11 Solutions

Solutions to Section 11.2

11.1
Q = L(Yi - (30 - (31Xi- (32xn2.

To minimize this, set the partial derivatives equal to 0,

8Q

8f30
8Q
8(31

8Q
8/32

From the first equation,

= -2 L(Yi - (30- (31xi - /32xt) = 0,

= -2 L Xi(Yi - 130- (31xi - /32xt) = 0,

L Yi = n(3o+ (31 LXi + /32 L xf·

From the second equation,

LXiYi = f30LXi + (31 LX~ + (32 Lxr·

From the third equation,

LxtYi = f30Lxt + (31 Lxr + /32 Lxi·

These are the normal equations.

11.2 The fitted model is f) = -1.571 +0.02573 Verbal +0.03361 Math. r2 = 0.681, so 68.1% of
the variability in GPAis accounted for by math and verbal scores.

11.3 The fitted model is f) = 111.354 + 2.060X1 -2.732x2 + O.OOOxa.r2 = 0.295, so 29.5% of the
variability in PIQ is accounted for by the brain size, height, and weight of a person.

11.4 (a)

Scatterplot of y VS. x1
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Scatterplot of log y vs. log x1
7.5

•I7.0
••• •

•
2:-

6.5 •••
~

••••• •
Gl

• •••••E 6.0 •l •
•

~
5.5 •

..,
c•• •!. 5.0

,.. CD..!l
4.5

0
2

log x1 (Alkalinity)

•

•-~-. .-•
4



The log transformation of both y and Xl yields an approximately linear relationship.

Similarly, the log transformation of both y ~d X2 yields an approximately linear rela
tionship.

The plot of y vs. Xs appears linear to begin with. It remains linear after the transfor-
~~ .

(b) The fitted model is logy = 7.560 - 0.459 log Xl + 0.147logX2 - 0.08xs· r2 = 0.607, so
60.7% of the variability in mercury is explained by this model.

Scatterplot of log y VS. log x2
7.5

•
7.0, ••• .• •
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•••••
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.g

•
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-----eo

•••
•

Scatterplot of Y VS. x2
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Scatterplot of y VS. x3
Scatterplot of log y VS. x3
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Solutions to Section 11.3

11.5



Solutions to Section 11.4

11.12 A 95% or for f31 is given by

131 ± t22,O.025SE(131) = 0.11 ± 2.074 x 0.055 = [-0.004,0.224].

A 95% or for f32 is given by

/h ± t22,0.02SSE(13;) = 1.40 ± 2.074 x 0.64 = [0.073,2.727].

X2 should be kept in the model since the or for f32 is entirely above O. Since the or for 111

contains 0, f31 = 0 is plausible, and Xl could be removed from the model.

F
2.084

o ]

o
o '

1/4n

o
o

1/4n
o

o 0 0]

4n 0 0
o 4n 0 '
o 0 4n

o

1/4n
o
o

- 188-

131 0.06

SE(13r) = 0.05 = 1.2,

132 1.84

SE(/h) = 0.89 = 2.067,

. 133 0.65

SE(133) = 0.11 = 5.909.

Analysis of Variance
SS d.f. MS

37.70 3 12.567
180.90 30 6.03
218.60 33

t2 =

tl

h =

r 4nX'X~ ~

r 1/4n(X'X)-l = ~

Source---
Regression
Error
Total

and

r 'ih + 'ih + i13 + Y4 ]

f3 = (X'X)-lX'y = ~ -~l - ~2 +~3 + ~4 ,
4 -Yl + Y2 - Y3 + Y4

YI - Y2 - Y3 + Y4

where Yi is the sample mean for the ith group. The error d.f. would now be 4n - 4 =
4(n - 1).

Since F < 13,30,0.05 = 2.922, do not reject Ho and conclude that the regression is not
significant.

(e) If there are n patients in each group, then X would have the same 4 rows, but repeated
n times. Then

11.11

11.13
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Then a 95% C1 for the Verbal coefficient is given by

P

0.086

0.001

0.033

0.998

T

1.77

3.66

-2.22

0.00

6.82

R-Sq(adj) = 23.3%

StOev

62.97

0.5634

1.229

0.1971

0.004928

R-Sq = 29.5%

Coef

111.35

2.0604

-2.732

0.0006

R-Sq=68.1%

0.033615

S = 19.79

Analysis of Varianc~

F = (SSElinear - SSEquad)/3 = (5.9876 - 1.1908)/3 _ _
SSEquad/(40 - 6) 1.1908/34 - 45.&5.

131± t31,0.025SEtJ31) = 0.026 ± 2.021 x 0.004 = [O.ol8,8ADIJ.

(h ± t37,O.025SE({h) = 0.034 ± 2.021 x 0.005 = [O.024"G.Ol4J-

Predictor

Constant

MRI

Height

Weight

The regression equation is

PIQ = 111 + 2.06 MRI - 2.73 Height + 0.001 Weight

Since F > 13,34,0.05 = 2.92, we reject Ho and conclude that the quadiatic fit is 9& ••• "Iy
better.

Similarly, a 95% C1 for the Math coefficient is given by

Source
OFSSKS

Regression

212.7859 6.3930

Residual Error

375.98760.1618

Total

3918.7735

Source

OFSeq SS

Verbal

15.2549

Math

17.5311

Analysis of Variance

Math

S = 0.4023

11.18 (a) The regression output is shown below:

Regression Analysis

11.17 The test statistic is



(b)

11.23 (a)
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Beam number ~i
1

0.418
2

0.242
3

0.417
4

0.604
5

0.252
6

0.148
7

0.262
8

0.154
9

0.316
10

0.187

•

Specific Gravity

10.0

Scatterplot of Two Predictors

11.5]11.0

10'51· ·

-195 -

c
~ 9.5

8 Ii 9.01~ 8.5.-. ---- _
A S ~ 3

From the above plot, beam number 4 is far away from the other data points and appears
to be influential.

0,'
An observation is identified as influential if hii > 2(k + l)/n = 2(2 + 1)/10 = 0.4. Only
beam number 4 is influential, which is consistent with our graphical conclusion in (a).

(c) The L8 line using the influential observation is y = 10.3+8.49 Gravity -0.266 Moisture.
The L8 line excluding the influential observation is y = 12.4+6.80 Gravity -0.391 Moisture.
Excluding this influential observation dramatically alters the coefficients of the model
terms. It would be better to remove the influential observation when fitting the model.

-
(a)
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1978 1980 1982 1984 1988 1988 1990 1992 '994 1996

This graph indicates an increasing trend in the mens' SAT scores.

The residuals tend to be negative for lower values of t and positive for higher values of
t.
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Scatterplot of Men's Scores by Year
504

Year
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(d)

(b) Y = 493.399 + O.592t.

(e)
Scatterplot of Residuals against t
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Year
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•
•

••
•• •

• ••

t.; e~~0 -0.157
5

-1.683
7

-1.354
8

-0.123
9

-0.599
10

0.206
11

1.438
12

0.962
13

0.059
14

'0.864
15

0.387

•

460

-_ .. _ .. _---_. ---_._ ...- ._--_._._ .... _- _ ... - - - - -- ----~---

Scatterplot of Women's Scores by Year
470

440,+--~ ~ ~ __ ~~
1978 1980 1982 1984 1986 1988 1990 1992 1994 1996

Since none of the standardized residuals are > 2, there do not appear to be any outliers.

(e) An observation is influential if hii > 2(1 + 1)/11 = 0.364. Only t = 0 (1980) satisfies
this condition. It is influential because it is much farther to the left than the other
observations, according to the plot from (a).

This graph indicates an increasing trend in the womens' SAT scores.

(b) Y = 444.434 + 1.079t.

(c)

11.24 (a)
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x3(pH)

Ageo/Child
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•
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Scatterplot of Cost against Age
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Scatterplot of Residuals VS. x3
4

3

2

~ 1
"'C

.~
a: 0

~
~ ~1
"'C

a
CiS -2+-__ ~ __ ~ ...•.•...__ ~ __ ~

4 5 678 9

There is no unusual pattern in this residual plot against the omitted predictor, pH. There
is no reason that pH should be included in the model, as it contributes little to the fit
of the model, nor is it strongly associated with the residuals of the fit. This conclusion
is consistent with the previous conclusion from Exercise 11.19.

A curve would better describe the relationship.

(b) The L8 fitted line for the straight line model is y = 3296+ 600t. r2 = 0.940.

(c)



11.30

Solutions to Section 11.6

11.29 The rate of change is 131+2I32t. 132 repre~entshowthe rate of change in cigarette cons
is changing over time. IT 132 is negative, then cigarette consumption is flattening out.

The residuals of the straight line fit have a V shape, indicating that a linear fit is
sufficient.

(d) The LS line for the quadratic model is y = 4656 + 90t + 30t2. r2 = 0.990, so t.

additional 5% of the variation in y is accounted for by the quadratic term.

20

•

•

•

15

•

•

•

•

•

10

•

•
•

5

• •• •

•
•

•

o

Age of Child
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Scatterplot of Residuals against Age
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Scatterplot of Residuals against Age
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=e III

"C
-2.01

c:
c71 -2.5.)-5

This residual plot still exhibits some patterns, indicating that the quadratic fit is
not sufficient. There is an outlier around t = 11, with a standardized residual
-2.2.

(e)



11.31 Using method (i),
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(b)

-.

Scatterplot GroupModel

(a)

Ay = {3o"+ {31x
B

y = ({3o + {32) + {31X

(b)

Ay = {3o + {31x
B

y = ({3o + {32) + ({31 + {33)X

(c)

Ay = {3o + {31x
B

y = {3o + ({31 + {33)X

(d)

Ay = {3o + {31x, {31 < 0

B
y = ({3o + {32) + ({31 + {33)X, {31, fh < 0

Sign
OIl s-

•IJItei:pretation (a)(b)(c)(d)
fJo

~t(A) ++++
fJJ.

Slope(A) +++-
fJ2

Intercept (B)-Intercept (A)++0-
fh

Slope(B )-Slope( A)0+++

{3A* {3A (ax1) ( 7.25 )1 = 1 --;; = 2.060 22.60 = 0.661,

[3A*= ~_(ax2) = -2.732 ( 3.99 ) = -04822 VI. ay 22.60' ,

A* A (SX3) (23.48){33 = {33 --;;. = 0.000 22.60 = 0.000.

MRl brain size has the largest effect on performance lQ, followed by height.

Using method (ii),

R = [ 1 -0.107] R-1 = [1.0116 0.1082] = [ 0.529 ]-0.107 l' 0.1082 1.0116 ' r 0.573'

A A (ax) (16 10){3i = {31 a: = 0.0257 0.~94 = 0.596, and

R* ~_ (ax2) (13.15)JJ2 = VI. --;; = 0.0336 0.694 = 0.637.

Then

/3 = R-1 = [1.0116 0.1082] [ 0.529 ] = [ 0.596 ]r 0.1082 1.0116 0.573 0.637'

SAT-M has a slightly larger effect on GPA than does SAT-V.

(a)

11.33

11.32



~* _ ~ (SIOgZl) _ (1.199) _f3iogzl - /3logz1 Slogy - -0.459 0.627 - -0.878,

~* _ ~ (SlOgZ2) _ (1.173) _,BiOgZ2- f3Iogz2 Slogy - 0.147 0.627 - 0.275,

~* ~ (SZ3) (1.095)/3z3 = /3z3 Slogy = -0.080 0.627 = -0.140.

Log(Alkalinity) has the largest effecton predicting standardized mercury, followedby log(Calcium).

11.34 The correlation matrix is

[ 1.000 0.588 0.513]

R = 0.588 1.000 0.700 .
0.513 0.700 1.000

Height and weight have the highest correlation. From regressing Xl on X2 and X3 , rf = 0.366.
From regressing X2 on Xl and.x3 , r~ = 0.561. From regressing X3 on Xl and X2, r~ = 0.505.
Then 1 1

VIFI = -1---r-? = -1---0-.3-6-6= 1.577,
1 1

VIF2 = --2 = --- = 2.278,
1 - r2 1 - 0.561

1 1
VIF3 = --2 = 0 --- = 2.020.1- r3 1-.

These are all less than 10 and are therefore acceptable. There does not appear to be high
multicollinearity.

11.35 The correlation matrix is

[ 1.000 0.827 0.795]

R = 0.827 1.000 0.705 .
0.795 0.705 1.000

Log(Alkalinity) and log(Calcium) have the highest correlation. All pairs of variables have
moderately high correlations. To find the variance inflation factors, invert R to get

[ 4.410 -2.337 -1.859]

R-l = -2.337 3.227 -0.417 .
-1.859 -0.417 2.771

Then the variance inflation factors are the diagonal elements of R-l, namely VIF logZl =
4.410, VIFlogx2 = 3.227, and VIFX3 = 2.771. These are all less than 10 and are therefore.
acceptable. There does not appear to be high multicollinearity.

11.36 (a) /30 is the yield at a temperature of 0 for the standard method, /31 tells you the slope
that both methods change with temperature, and 132 is the difference in yields at a
temperature of 0 between the new method and the standard method.

(b)
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• Old Method

y=bO+blx

New Method

y={b0+b2)+(bl+b3)x

Plot of Yield Model with Two Methods

1

1

!
]

Plot of Yield Model with Two Methods

New Method

y={b0+b2}+blx

• Old Method

y=bO+blx

-.
Since F > 12,16,0.05 = 3.634, we reject Ho and conclude that the z terms improve the fit
of the model.

(c) The final model is fJ = 4271.026+379.510t-5269.407z+549.918tz. For younger children,
the model is fJ = 4271.026 + 379.510t. For older children the model is fJ = -998.381 +
929.428t.

(e)

7 (a) The LS fitted model is fJ = 4271.026 + 379.510t - 5269.407z + 549.918tz. r2 = 0.998
compared to 0.940 before, so this model improves the amount of variation explained by
almost 6%. .

(b) SSEFull = 315660 and SSERed. = 11240400. Then

F _ (SSERed. - SSEFull)/m _ (11240400 - 315660)/2 _
- SSEFull/(n - k + 1) - 315660/14 - 242.264.
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