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Abstract— Compact Disc players have problems playing discs
with surface defects such as scratches and finger prints. The OPU
problem is that handling normal disturbances such as mechan-
ical shocks etc, require a high bandwidth of the controllers
which keep the Optical Pick-Up focused and radial tracked on
the information track on the disc. In order for the controllers

to handle the surface defects it is required that they are non- er
sensitive to the frequency contents of the defect, since a defect Disc A er Track

can be viewed as a disturbance on the measurements. A simple ‘ e =
solution to this problem is to decrease the controller bandwidth Y

during the defect. However, due to the variation of defects a )

more adaptive control strategy would be preferable. In this '

paper the defects are categorised into three groups. A discrim-

inator is designed, based on the local most discriminating basis Fig. 1. The focus erroe; is the distance from the focus point of the laser
' beam to the reflection layer of the disc, the radial error is the distance from

vectors of the Karhunen-Loeve and Haar bases as well as the the centre of the laser beam to the centre of the track. The OPU emits the

mean Of_ defect groups Vec_torS. In t_hes_e bases the discrimination laser beam towards the disc surface and computes indirect measurements of
rule is simple. The defect in question is a member of the group ¢ ande, based on the received reflected light. In addition the OPU generates
it is closest too. The Karhunen-L&ve basis gives a correct two residuals which can be used to detect surface defects as scratches.
classification rate of more than 85.7% with 3 basis vectors and

the Haar basis of more than 94.6% with 5 basis vectors.
al., 2001). In (Odgaardet al, 2003) and (Odgaardet
al., 2003) some more discriminating residuals are described
Compact Disc players (CD players) have been on thend computed. These are computed based on the OPU
market more than two decades, and most people have aotputs and models of the OPU and the defects. Handling
problems with their players, except if they try to play a CDthe defects can be done in a number of ways, most of them
with surface defects like scratches, finger prints etc. Thosge dependent on a detection of the occurrence of the defect.
defects cause the player to jump to another area of the didthis detection based on some residuals generated by the OPU
meaning jumps in the music, or might even stop playings described in (Philips, 1994), (Andersenal, 2001) and
The Optical Pick-up Unit (OPU) which is use to retrieve thgVidal et al, 2001).
information from the disc, is kept focused and radial tracked In (Odgaard and Wickerhauser, 2003) the methods for
at the information track by two control loops, since thereletection and time localisation of the defects are improved.
is no physical contact. The OPU feeds the controllers witfhis time localisation is based on the fact that the given
indirect measurements of the physical distances in the focdefect does not vary much from defect encounter number
and radial tracking directiong; ande,, see Fig. 1. During to numberm + 1. This is due to the fact that the distance
the occurrence of a defect these signals are degenerateedtween the track is 1.aum, this distance is very small
and if not handled in some way the controllers can forceompared to the size of the defects.
the OPU out of focus and radial tracking. The problem in The set of all surface defects is a large set and the design
handling disturbances it that they require a high controllesf one controller handling all defects would in general be a
bandwidth which is in conflict with the fact that handling aconservative controller. Instead it would better to discriminate
defect in principle requires a low bandwidth, see (Andersete detected and time located defects into a number of
et al, 2001) and (Vidakt al,, 2001). groups, and use controllers adapted to the given defect group.
The OPU generates, in additiondpande,, two residuals Finger prints and small scratches can be merged into one
which can be used to detect surface defects as scratchgsup since finger prints seen from the control loops appear
see Fig. 1. Simple threshold method used on the residas a collection of small scratches. Larger scratches have
als are widely used methods for surface defect detectioa,longer time duration and other frequency contents. This
see (Philips, 1994), (Andersest al, 2001) and (Vidalet means that the optimal handling of these two groups is not the
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same. The last group is a group of disturbances like defects,From each of the groups a training and a test set were
they are caused by other disc defects such as eccentriciigymed by randomly taking 80% of the set to be the training
non constant reflection rate of the disc etc. Their frequenset and keep the remaining part as test sets.

contents is in a lower frequency range than the other defects.

As a consequence of, the repetitive character of defects,_l_h defect in a block of 256 les in ti | d
it is possible to use more time for the feature extraction of € delects are in a block 0 sampies in time. in order

the defect, in this case the discrimination of the defect intb0 discriminate between the different kind of defects, the use

the three groups. This also means that the entire defectqu , » = 256 is not the best choice. It s preferable to use

available for the discrimination algorithm, and not only 2 subspace for discrimination with a lower dimension due to

small part of it. the numbers of computations. It would be a better idea to use

Each defects are inside a window nfsamples. In order some approximating subspaces to reduce the needed order,

o S . and next find the most local discriminating basis vectors
to simplify the discrimination mentioned above the defects ", . . : 2 T

; e i in this given basis, and eg. use the most discriminating
are transformed into some approximating bases: Karhunen-

Lodve (Mallat, 1999), Haar (Mallat, 1999), FET. The di_ones for the discrimination between the groups, wherés

; R éi%termined by test. The number of the discriminating basis
mensions of these approximating subspaces are decrease

o I . Vedtors should be low, this means that the search for the
finding the most local discriminating basis vectors, (LDB)’ogtimal value ofm is chosen to be in the interval, 10].

see (Coifman and Saito, 1994) and (Saito, 1994), where th The local discriminating subspace is the most discrimi-

Fisher discriminator is used as cost functions, see (‘JOhnSHQting set ofz basis vectors of a given basis, the groups
imld 0 Vﬂ(;g?rg,isigrazi%a?iﬂd (;Ill;g vlegcszgz.s Igr;h'jsgjp]% rr tthh(\?vhich shall be discriminated between and a cost function, see
9 aito, 1994) and (Coifman and Saito, 1994). In this paper

dlscr!m_matlon. These are in addition compared W'th a S&he Fisher discriminator, see (Johnson and Wichern, 2002)
consisting of the set of the means of the vectors in eac

group, this set of vectors does not spfft, but is a good and (Flury, 1997), is used as the cost function for finding the

. L most discriminating basis vectors.
comparison for the other discriminating bases.
In this paper defect groups are first defined based o Fisher Discriminator
experimental data, this data set is divided into a test and aThe Fisher discriminator gives the discriminating power
training set. The various bases are shortly described, as wefla number of groups in a given basis, see (Johnson and
as the algorithm for finding the most local discriminatingwichern, 2002) and (Flury, 1997). Given an orthonormal

IIl. DISCRIMINATING ALGORITHM

basis vectors. This is followed by a description of thebasis :{z1,...,z,}, andS = {s,, : m =1,..., M} signals

decision rule based on the transform into these LDB vectoriy Gy, andT = {t; : k¥ = 1,..., K} signals inG,, the

In the end the different discriminating bases are comparetiscriminating power of the basis vectgy between groups
based on the test data set. 1 and 2, is defined as:

|E(< S,%; >) — E(< T,x; >)[°

- Var(< S,x; >) + Var(< T,x; >)’

From the focus and radial residuals; and a,, defects 1)
are extracted based on the algorithm described in (Odga&{fd for the basis as a whole:
and Wickerhauser, 2003). Each detected defect is extracted
into a column vector with the length of 258% samples. FD(G1,Gslx) = Z FD(G1, Galxi). )
This length is chosen since all defects in the dataset are i=l...n
shorter than 256 samples. The defects are extracted withgood discriminating basis would have high discriminating
symmetric geometric centre intended to be in the middle dfower in a few basis vectors and almost nothing in the
the defect vector. Each vector can contents several defefggnaining majority of vectors, and a poor discriminating
(especially finger prints). In addition the centralisation is nofasis has the same discriminating power for all basis vectors.
totally successfully due to implementation. It was chosen that In this work the basis is used to discriminate among three
a given defect is only contained in one defect vector. I.e. th@oups, this means that the discriminating powers among all

Il. DEFECT GROUPS FD(G1,G2|x;)

centre is not always in the middle of the vectors. the groups for each basis vector is computed:
This extraction gives two matrices with defects. The FD(G|x;) = FD(G1,G>|x;)
defects inas are in A; and the defects iy, are in A,. + FD(Gy,Gslx;) 3)

Where each column in the matrices are a defect vectors. All

defects have by visual inspection been classified into three + FD(G2,Gs|%;).

groups:G; Small defects(G, Disturbance like defect€ys  When all these discriminating powers were computedpnthe
Large defects,. These groups are described in Introductiampst discriminating basis vectors were found by choosing
see Section I. the m basis vectors with the highest discriminating powers.
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Fig. 3. The 8 generalised Haar basis vectors.

Fig. 2. lllustration of the Karhunen-leve approximation oty which
contain a typical scratch. The approximation is denoted \#ithThe first

approximation is based on the most approximating coefficient, the second
approximation is based on the five most most approximating coefficientsi€€ded than those given by the normal Haar basis. No

and the third approximation on the seven most approximating coefficientreconstruction is needed based on this basis, this means
that the basis does not need to be orthogonal, due to the
Fisher discriminator, it needs to be almost orthogonal, but
B. Choice of Discrimination basis it is still a normalised basis. It also have to time invariant,
Four different bases are tried in this work: The Karhunenbut due to the non requirement of reconstruction this can be
Loeve basis, the Haar basis, the frequency basis and the Bahdled easier than normal time invariant Haar transforms,
of mean of groups. see (Wickerhauser, 196% and (Mallat, 1999). The basis
1) Karhunen-L&ve basis:This basis is chosen since it is vectors,w;, has the length o2® = 256. For the vector
the best approximating linear basis for a given training sehumbern it is formed as follows. The first elements take
It is used to reduce the dimension of the subspace, for whithe value 1, and the next n elements take the value -1, and
the best discriminating basis vectors are found. These bagiie remaining ones take the value zero. The vector is next
vectors are found in the following way, see (Mallat, 1999normalised by multiplication of the facto2~". The first
and (Wickerhauser, 1984 8 vectors are defined in this way. The last vector is the
1) Given the data set ias and A,. Compute a data sets maximum value of the signal which shall be transformed.
with zero mean, by subtracting the mean of each defedhe basis vectora, - - - ,ws, are illustrated in Fig. 3. These

vector. This gives the data setd; and 4,. basis vectors are all orthogonal.
2) Then find the eigenvalues and eigenvectorsiof AT Since the defects cannot be assured to be centred in the

and 4, - AT, these are the autocorrelation of the zerglata set, this transform has to be time invariant. Since this
mean data sets. The eigenvectors are the Karhundransform is only used for analysis. It can be handled simple
Loéve basis, and the eigenvalues are the variance ly computing the coordinates;, by:
the_ given coordinates. - ¢; = max|s * w; ). )
These eigenvectors/ Karhunendwe basis vector of the data
set, are eigendefects, (the notation refers to Wickerhauses'slenotes the signal, and; the j'th basis vector. The basis’
notation of eigenfaces in (Wickerhauser, 1991)). The approwrrthogonal property is lost in this time invariance handling.
imating property of this basis is illustrated in Figs. 2 wherddowever, it is close to be orthogonal. The orthogonality is
a time series ofy; containing a defect, is approximated withonly lost if the maximum of the convolution relates to a
one, five and seven Karhunen-éxe basis vectors. From this time shift in the basis vector which makes the basis non
it is clear that just few Karhunen-lewe basis vectors give a orthogonal.
good approximation of the original signal. 3) Mean of group setlIf one wants to discriminate be-

2) Haar basis: Wavelet bases in general and the Haatween two known signals, the best way is to convolute it with
basis specific are much more simple (faster in computationje signal itself, and the convolution giving the highest result
than the Karhunen-L®/e basis, but on the other hand not ass the convolution with the signal itself. But if the signal is not
good approximating basis. The following generalised Hagrerfectly known or one which is a discrimination of groups
basis is chosen as a basis, since it is a simple basis. Itdsntaining more than one signal, this method is not so good
a generalised Haar basis since some other properties argymore. However, these arguments indicate the usability of
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s Karhunen-Leve basisxt Karhunen-L@ve basisxy
m(s,C1) 2 3 Basis vectors 3 Basis vectors
G1 G2 G3 G1 G2 Gs
G1 85.7% 25.0% 0.0% G1 83.8% 0.0% 0.0%
G2 9.1% 50.0% 0.0% Ga 6.8% 0.0% 16.7%
Gs 52% 25.0% 100% | Gs 9.5% 100% 83.3%
4 Basis vectors 4 Basis vectors
G1 G2 Gs G1 G2 Gs
G1 87.0% 25.0% 0.0% Gi1 85.1% 0.0% 0.0%
G2 104% 50.0% 0.0% Ga 8.1% 0.0% 0.0%
Gs 26% 25.0% 100% Gs 6.8% 100% 100%
5 Basis vectors 5 Basis vectors
G1 G2 Gs G1 G2 Gs
G1 87.0% 25.0% 0.0% G1 83.8% 0.0% 0.0%
Fig. 4. lllustration of the decision rule of the discriminatar.is the | G2 10.4% 50.0% 0.0% | G» 8.4% 0.0% 16.7%
defect in questionC; and C. are the centre of two groups(s,C1) and | Ga  2.6% 25.0% 100% | G3 9.5% 100% 83.3%
m(s,C2) are the measures of the distances between the defect in questjon 6 Basis vectors 6 Basis vectors
and the respective group centres. Sindis closest toC, this means that G1 G Gs G1 G Gs
m(s,C1) < m(s,C2). The decision is that the defect in this example is § G1  89.6% 50.0% 0.0% | G1 83.8% 0.0% 0.0%
member of group 1, since it is closest to centre of group 1. Gz 91% 25.0% 0.0% | G2 2.7% 100% 0.0%
Gs 1.3% 25.0% 100% Gs 135% 0.0% 100%
TABLE |

a discriminating basis consisting of the mean of the groupsTHE RESULTS OF THE DISCRIMINATOR BASED ON THB
This set is not orthogonal and neither does it Sfih but ~ TO 6 MOST DISCRIMINATING KARHUNEN-L OEVE BASIS
it is a good basis for the other bases to compare with, sinceVECTORS ARE SHOWN IN THIS TABLE THE LEFT HALF
it normally has good discriminating properties. PART OF THE TABLE IS BASED ON THE RESIDUALo, AND
4) FFT basis: It is clear that the time axis is not a THE OTHER HALF PART ON THE RESIDUALag. THESE
good discriminating basis of these defects, this leads to the®PARTS ARE AGAIN SEPARATED INTO ARRAYS WITH THE
question: Is the frequency basis a good discriminating basis RESULTS OF EACH NUMBER OF BASIS VECTORSIHE
for the defects? To test the frequency basis’s discriminatingORIZONTAL G1, G2, G3 ARE THE GROUP IN WHICH THE
power, a FFT basis was also used, with 128 elements lineaTEST DATA ARE CONTAINED AND THE VERTICAL ONES
distributed from 0 Hz to 17.5 kHz. ARE THE GROUPS THEY ARE CLASSIFIED AS BEING IN
5) Finding the discriminating basis vectorshe Fisher =~ THIS CAN BE ILLUSTRATED BY AN EXAMPLE. TAKE ay
discriminating power function is next used to find the four =~ WITH 3 BASIS VECTORS 85.7%( 1 DEFECTS ARE
most discriminating vectors in each basis. These four most  CLASSIFIED AS BEINGG; DEFECTS 9.1%WAS
discriminating basis vectors are following used for discrim- CLASSIFIED AS BEINGG> DEFECT AND THE REMAINING
ination. 5.2%WAS CLASSIFIED AS BEING(G'3 DEFECTS

C. The algorithm

For each group the centre of the group in the given
discriminating basis is computed, based on the training sehe results are not impressive. For 3 to 6 basis vectors, the
This gives three vectorgr;, Cs, Cs. improvement of the results is clear. The frequency basis
The discriminating algorithm is: Find the group whichachieves non acceptable results, the results of the discrim-
has a centre with the smallest distance to the sample, givRfator based on the Karhunen4we basis, the Haar basis
a metric. A successful measure has been found to be thad the mean of group set are illustrated in Tables I, Il and
geometric distance between the sampl@and the vectors |||, Before choosing the best discriminator from these results
defined as the coordinates of the centre: in Tables I-IIl, it is necessary to define some requirements to
. the discriminator. The most important issue is to claséify
m(s, C) = “8_ <Cs> 'CH? ' ©) defects ag7; defects, since the controllers are maybe forced
The decision rule and measure are illustrated in Fig. 4. In thigto severe problems if these defects are not classified correct.
illustration the defect in questios, is closest to the centre of The second most important thing is to have as high correct
group 1, and the defect is as consequence a member of gragssification ofG; defects.G» defects are non common
1. To illustrate the algorithm’s success, an array is definednd are as consequence not as important to classify correct.
where the rows indicate which group the defect is containedinother importantissue is to limit the required computations.
by, and the column which groups they are detected as. This means that a low number of basis vectors is better than
a high number of basis vectors. It also means that the Haar
basis has a disadvantage in the way the basis transformation
The discriminator’s results are computed for the 1 to 1% done. It is made time invariant by finding the max of the
most discriminating basis vectors. For 1 to 2 basis vectoesuto correlation of the basis vectors and the residuals, where

IV. RESULTS
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Haar basisos Haar basisxy Mean setoy Mean setar

3 Basis vectors 3 Basis vectors 3 vectors 3 vectors

G1 Go Gs G1 Go Gs G1 Go Gs G1 Gs Gs
G1 49.4% 50.0% 0.0% | G1 755% 0.0% 0.0% G1 792% 0.0% 50.0% | G1 824% 0.0% 0.0%
Gs 195% 25.0% 0.0% | G2 41% 100% 66.7% G2 13.0% 75.0% 25.0% | G2 17.6% 100% 0.0%
Gs 31.2% 25.0% 100% | Gz 20.3% 0.0% 33.3% Gs 19.5% 0.0% 25.0% | Gs 0.0% 0.0% 100%

4 Basis vectors 4 Basis vectors

en en en en en en TABLE I
Gi1 351% 25.0% 0.0% | G1 79.7% 0.0%  0.0% THE RESULTS OF THE DISCRIMINATOR BASED ON THE
G2 42.9% 50.0% 0.0% | G2 16.2% 0.0% 16.7% MEAN OF GROUP SET OF THE ORDER, THIS SET HAVE
Gs 22.1% 25.0% 100% | Gs 4.1% 100% 83.3% ONLY 3 VECTORS, IS SHOWN IN THIS TABLE. THE LEFT

5 Basis vectors 5 Basis vectors

e s Gs e &R Gs HALF PART OF THE TABLE IS BASED ON THE RESIDUALx,
G1 54.5% 25.0% 0.0% | G1 94.6% 0.0% 0.0% AND THE OTHER HALF PART ON THE RESIDUALag. THE
Gs 31.1% 50.0% 0.0% | Go 1.4% 100% 0.0%
Co 143% 250% 100% | Ch  41%  0.0%  100% HORIZONTAL GG1, G2, G3 ARE THE GROUP WHICH THE

Basis order 6 Basis order 6 TEST DATA ARE CONTAINED IN AND THE VERTICAL ONES

G1 Go Gs G1 Go Gs ARE THE GROUPS THEY ARE CLASSIFIED AS BEING IN
Gi 844% 25.0% 0.0% | Gi 77.0% 0.0% 0.0% THIS IS THE SAME PRINCIPLE AS INTABLE |.
Gs 10.4% 50.0% 0.0% | Go 17.6% 100% 0.0%
Gs 52% 25.0% 100% | Gs 54% 0.0% 100%

TABLE II

THE RESULTS OF THE DISCRIMINATOR BASED ONB TO 6
MOST DISCRIMINATING HAAR BASIS VECTORS ARE
SHOWN IN THIS TABLE. THE LEFT HALF PART OF THE
TABLE IS BASED ON THE RESIDUAL g, AND THE OTHER
HALF PART ON THE RESIDUALag. THESE PARTS ARE
AGAIN SEPARATED INTO ARRAYS WITH THE RESULTS OF
EACH NUMBER OF BASIS VECTORS THE HORIZONTAL
G1, G2, G'3 ARE THE GROUP IN WHICH THE TEST DATA
ARE CONTAINED AND THE VERTICAL ONES ARE THE
GROUPS THEY ARE CLASSIFIED AS BEING INTHIS IS THE
SAME PRINCIPLE AS INTABLE I.

the best, it is presumably not preferable due its high demands
of computations due to the time invariant property. However,
this property can be important if the defects in question are
not symmetrical placed in the defect vectors. Comparing the
Karhunen-La&ve basis and the mean of group basis, they
have the same good performance regarding discriminating
G3 defects. The Karhunen-lewe basis is 3 or 5 % point
better success rate 6f; defects, but it does not perform as
well at G5. However, as written before, th&, is rare and is

as a consequence not as important to discriminate well. This
means that if the number of computations are not a large
problem, the projection o, on the 5 Haar basis vectors
is the best discriminator. If the number of computation is a

) . . problem with best discriminator is the projection @f on
the other two basis transformations are done by convolutinga 3 most discriminating Karhunen-eeé basis vectors.
the basis vectors with the residuals. This means that a Haar

has to perform significantly better than the other bases to be

chosen as the best one and in addition it is time invariant. Based on the test data from real world challenging CDs
Inspection of these three tables with the results shows th@free defect groups are defined. These groups are used to
the best performance is achieved by using the Haar transfogasign a discriminator, which is designed to discriminate
with 5 basis vectors on;, whereG, defects were classified petween these groups. This discriminator is found based on
correct with 94.6% success, and the two other groups wefige local discriminating basis of some approximating bases:
correctly classified with 100% success. The mean of groyarhunen-L@ve, Haar etc. After the basis transformation,
set achieves the best performance for theresidual, with  the discriminator finds the group which the given defect
82.4% success fak; defects and 100% success for the twgs closest to in the given basis. The Karhuneret® basis
others. The Karhunen-lewe basis performs best at th¢  pased detection has rates higher than 85.7% for the important
residual. The Karhunen-lewe basis does not improve itsshort defects(@;, and large defects?;. The much more
performance much from 3 to 6 basis vectors. It is interestingomputationally demanding Haar basis based discriminator
to compare the result of order 3 and 4 discriminator baseths success rates higher than 94.6% for all the three defect
on the Karhunen-Leve basis, with mean of group set base@roups. In addition to these high success rates the Haar
discriminations. The Karhunen-ese based discriminator hasis based discriminator is time invariant, which is an
achieves 50% success f6¥, defects for both 3 and 4 basis important property if it can not ensured that the defects are
vectors, and 100% fofs defects for both the 3 and 4 basissymmetrically placed in the middle of the data block.
vectors. TheGG; success rate is 85.7% for the Karhunen-
Loéve 3 basis vectors and 87% for the Karhunerse4
basis vectors. The authors acknowledge the Danish Technical Re-
Even though the Haar basis based discriminator perfornsgarch Council, for support to Peter Fogh Odgaard’s Ph.D
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