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Abstract: Estimating equation (EE) estimators are generalizations of many well-known estimators such as OLS estimators in linear regression models and MLEs in logistic regression models. In this work, we develop a computation and storage efficient algorithm for estimating equation (EE) estimation in massive data sets using a ¡°divide-and-conquer" strategy. In each partition of the data set, we compress the raw data

into some low dimensional statistics and then discard the raw data. Then, we obtain an approximation to the EE estimator, the aggregated EE (AEE) estimator, by solving an equation aggregated from the saved low dimensional statistics in all partitions.

This aggregation technique can be applied to data cubes to support fast on-line analytical processing where it is expensive to get the EE estimation for each cell from raw data. Further, it supports real time EE estimation analysis of stream data which can only be scanned once and cannot be permanently retained. Experimental results validate our theoretical analysis and demonstrate that our method can dramatically save time and space costs with almost no degradation of the modeling accuracy.

