Homework 7

Problem 1 (# 4.105)

The log-likelihood function is

n 1 n
logl(a,0) =nloga —nlogh + (o — 1)ZlogXi — EZXZ‘"

i=1 i=1

Hence, the likelihood equations are

Ologl(a,0) n & 1<
—— = log X; — =) XMlogX; =
—1—; og X; 9; ;i log X; =0

Oa T
and
a0 AP
which are equivalent to h(a) =n~' > " log X;and § = n~' > " | X Note that

S Xp(log XSS, Xp — (S XPlog X 1
(Do) X7)? o

by the Cauchy-Schwarz inequality. Thus, h(«) is increasing. Since h is continuous, lim,_,o h(a) =

Ologl(a,0) _on 1 ZX?ZOv
=1

W (a)

—o00, and
Z?:l(;(—i)alog)(i 1 &
lim h(a) = lim A =log Xy > — » log X,
a—00 a—00 22:1(_)()((:) )a n 12:1:

where X ,,) is the largest order statistic and the inequality holds as long as X;’s are not identical,
we conclude that the likelihood equations have a unique solution.

Problem 1 (# 4.112)
i

Let X, be the largest order statistic. Then 0 =X (my and T'(X) = "THX (n)- The mean squared

error of 0 is
26?2

(n+1)(n+2)

E(X@m) —0)" =

and the mean squared error of 7" is
92

E(T —0)* = T

The ratio is "Z—J;l When n > 2, this ratio is less than 1 and, therefore, the MLE 0 is inadmissible.
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From

P(n(6—6) <) = P(Xp >0 —2)
n
0

=g nt"tdt

0—z/n

a
—1—(1— =)
( ne)

—1—e/0

as n — 0o, we conclude that n(6 — 6) —4 Zy . From

~ ~

n@—T)=n@—0)—10

and Slutsky’s theorem, we conclude that n(6 — 1) —4 Z » — 6, which has the same distribution as
Z_g9. The asymptotic relative efficiency of 6 with respect to T'is E(Z%,,)/E(Z5,) = 6°/(0* +
6) = L

Problem 3
(a)

Denote the sample median as éln. éln is the MLE.
Vb1, — 0) —p N(0,171(6)))

va (szgn( —0)) = E(sign(X; — 0)?) = 1. By CLT: y/n(X,, — 0) —p N(0,2)
= var(e;) = 2 are(@ln, X)= % = 2. So 6, is better.

where 1(6y) =
since var(X;)

(b)

By CLT: \/ﬁ()gn —0) —p N(0,1). Since var(X;) = var(e;) = 1, f(0) = fo(0) = (277)_%._By
theorem: \/n(61, — ) —p N(0,[2f(0)]72) = N(0,%). are(f1,, X) = % 2 < 1. So X is
better.

(c)

Vn(Z,—0) —p N(0,% *) because the variance of the loglstlc distribution is 23 2 (0, —0) =p
N(0,[2f(0)]7%), f(0) = fo(0) = i ar (an,X) = ﬁ < 1. X is better.
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(d)

var(X;) = var(es) = <=, £(0) = fo(0) = 2CE)_

y—2




- 2>1 =3
are(01,, X) QF(#Q),Q = % >1 y=4 (1)
(F3) s <1 7 =5

ém is better when v = 3,4; X is better when v = 5.

Problem 4

(a)

X is MLE of p. 61, = ®(c — j) = O
N(0,1). By 6-method, v/n(®(c — X) — ®(
\/ﬁ(éln - 9) —D N(Ov 21 (e’ )

¢ — X) is the MLE of . By CLT, /n(X — ) —p
c— ) —=p N[0, (®'(c—p))? = N(0, Le~ %), So

72

E[1(X; € ¢)] = P(X; < ¢) = 6, X is complete and sufficient. By Rao-Blackwell’s thm,
1
E[1(X; < ¢)|X] = P(X; < ¢|X)isthe UMVUE of P(X; < ¢). (X1, X) ~ Ny (u, (1 3)) =

1
n

c— X

XX ~NX,1-1) = 0y, = P(X; < ¢|X) = & | —== | is the UMVUE of . By J-
1-1
c— i 1 —ten? - ;
method /n —d —p N |0, P =) | . So are(0y, — ba,) =
1-1 T
lim,, oo va'r( Azn = lim,, oo ¢ n2 = 1. So éln and éQn are asymptotically equivalent.
var(0,) e~(e=m

(c)
1(X; <c¢)~ Bin(0,1),0 = P(X; <c¢) = ®(c — u). By CLT,
V(B3 — 0) —p N(0,6(1 — 0)),

0(1—-0)  @(c—p[l—2(c—p)
¢*(c — p) ¢*(c — p) '

are(éln, é3n> =

Lett = c — p, then
itb(t)[l — (1)) 11— 20(t)
dt ¢t ()

whichis < 0 fort < 0, > 0 for ¢ > 0, and = 0 iff ¢ = 0. Therefore, the are(éln, égn) is maximized
at c = p and

Eare(élm 03,) =

max are(fy,, 0s,) = V21 /4 ~ 0.627 < 1,

which implies the MLE of 6 is asymptotically more efficient than the nonparametric estimator Os.,.



(d)
First u| X ~ N(u*, d?), where

o2 nog o 202

o = —5—Ho+ —5—— —.
no + o2 nog + o2 no¢ + o2

Furthermore, with respect to squared error loss function, 6, = E[®(c — 1) X].
Here ®(c— u1)|X is a nonlinear transformation of ;| X, whose mean is hard to evaluate analytically.
But we can consider the conditional mean given X in the asymptotic sense. Since

o? > ool )
)

p— XX ~ N( (X - o),

nog + o? nog + o?

we have

By delta-method,

That is

Ple—p)| X =d(c—X) + %N(O, ¢*(c — X)) + op(n™'?).

Hence 04, = E(®(c — p)|X) = ®(c — X)) + op(n~'/2). Therefore, the Bayesian estimator is
asymptotically equivalent to the MLE up the order n /2.

Problem 5

—0 as n — 00.

When 6 =0, X —,, 0. So P(§ =0) — 1. Thus \/n(6,, — 0) —p N(0,0).



