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1. Since the reverse set inclusion follows from C0 ⊆ E implies M(C0) ⊆ M(E), it
is sufficient to prove

(1) M(E) ⊆ (Set union){M(C0) : countable C0 ⊆ E }

Let M1 be the right-hand side of (1). If we can show that E ⊆ M1 and that M1

is a σ-algebra, then E ⊆ M(E) ⊆ M1 from the definition of M(E) and (1) would
follow.

Since any E ∈ E implies E ∈ {E } ⊆ M({E }), we conclude E ⊆ M1. To
show that M1 is a σ-algebra, we need to show (i) φ ∈ M1, (ii) A ∈ M1 implies
Ac ∈M1, and (iii) {Ai } ⊆ M1 implies ∪∞i=1 ∈M1. For (i), φ ∈M(C0) for any C0

even if C0 = φ, so φ ∈M1. For (ii), if A ∈M1, then A ∈M(C0) for some countable
C0 ⊆ E , so Ac ∈ M(C0) ⊆ M1. For (iii), assume Ai ∈ M(Ci) for countable sets
Ci ⊆ E . Then C = ∪∞i=1Ci ⊂ E is also countable, and Ai ∈ M(C) for all i. Thus
∪∞i=1Ai ∈ M(C) ⊆ M1, which show that M1 is a σ-algebra, which completes the
proof of the result.

2. Let E = {Sr(x) : r > 0, x ∈ X }. Since E ⊆ τ , M(E) ⊆ M(τ). I now claim
τ ⊆ M(E), which would prove M(τ) ⊆ M(E) and hence M(τ) = M(E). Let
{ yn : n = 1, 2, . . . } ⊆ X be a sequence with { yn } = X. Let O ∈ τ be an arbitrary
open set. If ym ∈ O, let rm = d(ym, ∂O) = sup r : Sr(ym) ⊆ O. Then rm > 0 and
Srm(ym) ⊆ O. For a general y ∈ O, there exist ymi ∈ O such that ymi → y as
i →∞. Then r = d(y, ∂O) > 0 and lim infi→∞ ryi ≥ r. It follows that y ∈ Symi

for
sufficiently large i and hence

(2) O = ∪Srm(ym) : ym ∈ O

since the right-hand side of (2) is countable, it follows that O ∈ M(E) and hence
M(τ) = M(E). (One could also argue from the fact that a separable metric space
is second countable.)

3. First, given E, F,G ∈M, note that E −G ⊆ (E −F )∪ (F −G). The same set
inequality with E,F, G replaced by G, F, E implies

(3) µ(EMG) ≤ µ(EMF ) + µ(FMG)

. where EMG = (E −G) ∪ (G− E).
(a) Note E ⊆ F ∪ (E − F ) and F ⊆ E ∪ (F − E). If µ(EMF ) = 0, then

µ(E) ≤ µ(F ) ≤ µ(E) and µ(E) = µ(F ).
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(b) For ∼ to be an equivalence relation of M, we need that for all E, F, G ∈M,
(i) E ∼ E (for all E ∈ M), (ii) E ∼ F implies F ∼ E, and (iii) if E ∼ F and
F ∼ G, then E ∼ G. Since E ∼ F means µ(EMF ) = 0 and EMF = FME, (i)
and (ii) follow, and (iii) follows from (3).

(c) Define ρ(E,F ) = µ(E M F ). Then ρ(E, G) ≤ ρ(E,F ) + ρ(F,G) by (3) and
ρ defines a metric on the space of equivalence classes M/∼ by basic properties of
equivalence classes.

4. Set µ∗(E) =
√

card(E) for E ⊆ X.
(a) We must show that (i) µ∗(φ) = 0, (ii) E ⊆ F implies µ∗(E) ≤ µ∗(F ),

and (iii) µ∗(∪∞i=1Ei) ≤
∑∞

i=1 µ∗(Ei) for arbitrary sets E,F, Ei ⊆ X. Properties (i)
and (ii) follow from the fact that µ∗(E) is a monotonic function of the number of
elements in E. For (iii),
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follows from the inequality
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(b) Assume x ∈ A and y /∈ A for A ∈ F(µ∗) and set E = {x, y }. Then the
condition for A ∈ F(µ∗) is

(4) µ∗(E) = µ∗(E ∩A) + µ∗(E ∩Ac)

for all subsets E ⊆ X. If x ∈ A and y /∈ A and E = {x, y }, then µ∗(E) =
√

2
and µ∗(E ∩A) = µ∗(E ∩Ac) = 1, which contradicts (5). Thus A ∈ F(µ∗) can only
occur if A = φ or A = X, so that F(µ∗) = {φ,X }.


