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## Preface

Geometric measure theory has roots going back to ancient Greek mathematics. For considerations of the isoperimetric problem (to find the planar domain of given perimeter having greatest area) led naturally to questions about spatial regions and boundaries.

In more modern times, the Plateau problem is considered to be the wellspring of questions in geometric measure theory. Named in honor of the nineteenth century Belgian physicist Joseph Plateau who studied surface tension phenomena in general, and soap films and soap bubbles in particular, the question (in its original formulation) was to show that a fixed, simple closed curve in three-space will bound a surface of the type of a disc and having minimal area. Further, one wishes to study uniqueness for this minimal surface, and also to determine its other properties.

Jesse Douglas solved the original Plateau problem by considering the minimal surface to be a harmonic mapping (which one sees by studying the Dirichlet integral). For this effort he was awarded the Fields Medal in 1936.

Unfortuately, Douglas's methods do not adapt well to higher dimensions, so it is desirable to find other techniques with broader applicability. Enter the theory of currents. Currents are continuous linear functionals on spaces of differential forms. Brought to fruition by Federer and Fleming in the 1950s, currents turn out to be a natural language in which to formulate the sorts of extremal problems that arise in geometry. One can show that the natural differential operators in the subject are closed when acting on spaces of currents, and one can prove compactness and structure theorems for spaces of currents that satisfy certain natural bounds. These two facts are key to the study of generalized versions of the Plateau problem and related questions of geometric analysis. As a result, Federer and Fleming were able to prove the existence of a solution to the general Plateau problem in all dimensions and codimensions in 1960.

Today geometric measure theory, which is properly focused on the study of currents and their geometry, is a burgeoning field in its own right. Furthermore, the techniques of geometric measure theory are finding good use in complex geometry, in partial differential equations, and in many other parts of modern geometry. It is well to have a text that introduces the graduate student to key ideas in this subject.

The present book is such a text. Demanding minimal background-only basic courses in calculus and linear algebra and real variables and measure theory - this book treats all the key ideas in the subject. These include the deformation theorem, the area and coarea formulas, the compactness theorem, the slicing theorem, and applications to fundamental questions about minimal surfaces that span given boundaries. In an effort to keep things as fundamental and near-the-surface as possible, we eschew generality and concentrate on the most essential results. As part of our effort to keep the exposition self-contained and accessible, we have limited our treatment of the regularity theory to proving almost-everywhere regularity of mass-minimizing hypersurfaces. We provide a full proof of the Lipschitz space estimate for harmonic functions that underlies the regularity of mass-minimizing hypersurfaces.

The notation in this subject-which is copious and complex-has been carefully considered by these authors and we have made strenuous effort to keep it as streamlined as possible. This is virtually the only graduate-level text in geometric measure theory that has figures and fully develops the subject; we feel that these figures add to the clarity of the exposition.

It should also be stressed that this book provides considerable background to bring the student up to speed. This includes

- measure theory
- lower-dimensional measures and Carathéodory's construction
- Haar measure
- covering theorems and differentiation of measures
- Poincaré inequalities
- differential forms and Stokes's theorem
- a thorough introduction to distributions and currents

Some students will find that they can skip certain of the introductory material; but it is useful to have it all present as a resource, and for reference. We have also made a special effort to keep this book self-contained. We do not want the reader running off to other sources for key ideas; he or she should be able to read this book while sitting at home.

Geometric measure theory uses techniques from geometry, measure theory, analysis, and partial differential equations. This book showcases all these methodologies, and explains the ways in which they interact. The result is a rich symbiosis which is both rewarding and educational.

The subject of geometric measure theory deserves to be known to a broad audience, and we hope that the present text will facilitate the dissemination to and appreciation of the subject for a new generation of mathematicians. It has been our pleasure to record these topics in a definitive and accessible and, we hope, lively form. We hope that the reader will derive the same satisfaction in studying these ideas in the present text. Of course we welcome comments and criticisms, so that the book may be kept lively and current and of course as accurate as possible.

We are happy to thank Randi D. Ruden and Hypatia S. R. Krantz for genealogical help and Susan Parks for continued strength. It is a particular pleasure to thank our teachers and mentors, Frederick J. Almgren and Herbert Federer, for their inspiration and for the model that they set. Geometric measure theory is a different subject because of their work.
-Steven G. Krantz
-Harold R. Parks

## Chapter 1

## Basics

Our purpose in this chapter will be to establish notation and terminology. The reader should already be acquainted with most of the concepts discussed and, thus might wish to skim the chapter or skip ahead, returning if clarification is needed.

### 1.1 Smooth Functions

The real numbers will be denoted by $\mathbb{R}$. In this book, we will be concerned with questions of geometric analysis in an $N$-dimensional Euclidean space. That is, we will work in the space $\mathbb{R}^{N}$ of ordered $N$-tuples of real numbers. The inner product $x \cdot y$ of two elements $x, y \in \mathbb{R}^{N}$ is defined by setting

$$
x \cdot y=\sum_{i=1}^{N} x_{i} y_{i}
$$

where

$$
x=\left(x_{1}, x_{2}, \ldots, x_{N}\right) \text { and } y=\left(y_{1}, y_{2}, \ldots, y_{N}\right) .
$$

Of course, the inner product is a symmetric, bilinear, positive definite function on $\mathbb{R}^{N} \times \mathbb{R}^{N}$. The norm of the element $x \in \mathbb{R}^{N}$, denoted $|x|$, is defined by setting

$$
\begin{equation*}
|x|=\sqrt{x \cdot x} \tag{1.1}
\end{equation*}
$$

as we may since the right-hand side of (1.1) is always non-negative. The standard orthonormal basis elements for $\mathbb{R}^{N}$ will be denoted by $\mathbf{e}_{i}, i=1,2, \ldots, N$. Specifically, $\mathbf{e}_{i}$ is the vector with $N$ entries, all of which are 0s except the
$i$ th entry which is 1 . For computational purposes, elements of $\mathbb{R}^{N}$ should be considered column vectors. For typographical purposes, column vectors can waste space on the page, so we sometimes take the liberty of using row vector notation, as we did above.

The open ball of radius $r>0$ centered at $x$ will be denoted $\mathbb{B}(x, r)$ and is defined by setting

$$
\mathbb{B}(x, r)=\left\{y \in \mathbb{R}^{N}:|x-y|<r\right\} .
$$

The closed ball of radius $r \geq 0$ centered at $x$ will be denoted $\overline{\mathbb{B}}(x, r)$ and is defined by setting

$$
\overline{\mathbb{B}}(x, r)=\left\{y \in \mathbb{R}^{N}:|x-y| \leq r\right\} .
$$

The standard topology on the space $\mathbb{R}^{N}$ is defined by letting the open sets consist of all arbitrary unions of open balls. The closed sets are then defined to be the complements of the open sets. For any subset $A$ of $\mathbb{R}^{N}$ (or of any topological space), there is a largest open set contained in $A$. That set, denoted $\AA$, is called the interior of $A$. Similarly, $A$ is contained in a smallest closed set containing $A$ and that set, denoted $\bar{A}$, is called the closure of $A$. The topological boundary of $A$ denoted $\partial A$ is defined by setting

$$
\partial A=\bar{A} \backslash \AA .
$$

## Remark 1.1.1

(1) At this juncture, the only notion of boundary in sight is that of the topological boundary. Since later we shall be led to define another notion of boundary, we are taking care to emphasize that the present definition is the topological one. When it is clear from context that we are discussing the topological boundary, then we will refer simply to the "boundary of $A$."
(2) The notations $\AA$ and $\bar{A}$ for the interior and closure, respectively, of the set $A$ are commonly used but are not universal. A variety of notations is used for the topological boundary of $A$, and $\partial A$ is one of the more popular choices.

Let $U \subseteq \mathbb{R}^{N}$ be any open set. A function $f: U \rightarrow \mathbb{R}^{M}$ is said to be continuously differentiable of order $k$, or $C^{k}$, if $f$ possesses all partial
derivatives of order not exceeding $k$ and all of those partial derivatives are continuous; we write $f \in C^{k}$ or $f \in C^{k}(U)$ if $U$ is not clear from context. If the range of $f$ is also not clear from context, then we write (for instance) $f \in C^{k}\left(U ; \mathbb{R}^{M}\right)$. When $k=1$, we simply say $f$ is continuously differentiable. The function $f$ is said to be $C^{\infty}$, or infinitely differentiable, provided that $f \in C^{k}$ for every positive $k$. The function $f$ is said to be in $C^{\omega}$, or real analytic, provided that it has a convergent power series expansion about each point of $U$. We direct the reader to [KPk 02b] for matters related to real analytic functions. We also extend the preceding notation by using $f \in C^{0}$ to indicate that $f$ is continuous.

The order of differentiability of a function is referred to as its smoothness. By a smooth function, one typically means an $f \in C^{\infty}$, but sometimes an $f \in C^{k}$, where $k$ is an integer as large as turns out to be needed.

The support of a continuous function $f: U \rightarrow \mathbb{R}^{M}$, denoted $\operatorname{supp} f$, is the closure of the set of points where $f \neq 0$. We will use $C_{c}^{k}$ to denote the $C^{k}$ functions with compact support; here $k$ can be a non-negative integer or $\infty$.

Let $\mathbb{Z}$ denote the integers, $\mathbb{Z}^{+}$the non-negative integers, and $\mathbb{N}$ the positive integers. A multiindex $\alpha$ is an element of $\left(\mathbb{Z}^{+}\right)^{N}$, the cartesian product of $N$ copies of $\mathbb{Z}^{+}$. If $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ is a multi-index and $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ is a point in $\mathbb{R}^{N}$, then we introduce the following standard notation:

$$
\begin{aligned}
x^{\alpha} & \equiv\left(x_{1}\right)^{\alpha_{1}}\left(x_{2}\right)^{\alpha_{2}} \cdots\left(x_{N}\right)^{\alpha_{N}} \\
|\alpha| & \equiv \alpha_{1}+\alpha_{2}+\cdots+\alpha_{N} \\
\frac{\partial^{|\alpha|}}{\partial x^{\alpha}} & \equiv \frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \frac{\partial^{\alpha_{2}}}{\partial x_{2}^{\alpha_{2}}} \cdots \frac{\partial^{\alpha_{N}}}{\partial x_{N}^{\alpha_{N}}} \\
\alpha! & \equiv\left(\alpha_{1}!\right)\left(\alpha_{2}!\right) \cdots\left(\alpha_{N}!\right)
\end{aligned}
$$

With this notation, a function $f$ on $U$ is $C^{k}$ if $\left(\partial^{|\alpha|} / \partial x^{\alpha}\right) f$ exists and is continuous, for all multi-indices $\alpha$ with $|\alpha| \leq k$.

Definition 1.1.2 If $f$ is defined in a neighborhood of $p \in \mathbb{R}^{N}$ and if $f$ takes values in $\mathbb{R}^{M}$, then we say $f$ is differentiable at $p$ when there exists a linear function $D f(p): \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ such that

$$
\begin{equation*}
\lim _{x \rightarrow p} \frac{|f(x)-f(p)-\langle D f(p), x-p\rangle|}{|x-p|}=0 . \tag{1.2}
\end{equation*}
$$

In case $f$ is differentiable at $p$, we call $D f(p)$ the differential of $f$ at $p$.
Advanced calculus tells us that if $f$ is differentiable as in Definition 1.1.2, then the first partial derivatives of $f$ exist and that we can evaluate the differential applied to the vector $v$ using the equation

$$
\begin{equation*}
\langle D f(p), v\rangle=\sum_{i=1}^{N} v_{i} \frac{\partial f}{\partial x_{i}}(p)=\sum_{i=1}^{N}\left(\mathbf{e}_{i} \cdot v\right) \frac{\partial f}{\partial x_{i}}(p), \tag{1.3}
\end{equation*}
$$

where $v=\sum_{i=1}^{n} v_{i} \mathbf{e}_{i}$. The Jacobian matrix ${ }^{1}$ of $f$ at $p$ is denoted by Jac $f$ and is defined by

$$
\mathrm{Jac} f \equiv\left(\begin{array}{cccc}
\frac{\partial f_{1}}{\partial x_{1}}(p) & \frac{\partial f_{1}}{\partial x_{2}}(p) & \cdots & \frac{\partial f_{1}}{\partial x_{N}}(p) \\
\frac{\partial f_{2}}{\partial x_{1}}(p) & \frac{\partial f_{2}}{\partial x_{2}}(p) & \cdots & \frac{\partial f_{2}}{\partial x_{N}}(p) \\
\vdots & \vdots & & \vdots \\
\frac{\partial f_{M}}{\partial x_{1}}(p) & \frac{\partial f_{M}}{\partial x_{2}}(p) & \cdots & \frac{\partial f_{M}}{\partial x_{N}}(p)
\end{array}\right) .
$$

For $v \in \mathbb{R}^{N}$, we have

$$
\begin{equation*}
\langle D f(p), v\rangle=[\operatorname{Jac} f] v \tag{1.4}
\end{equation*}
$$

where on the righthand side of (1.4) the vector $v$ is represented as a column vector and Jac $f$ operates on $v$ by matrix multiplication. Equation (1.4) is simply another way of writing (1.3).

We will denote the collection of all $M$-by- $N$ matrices with real entries by

$$
\mathcal{M}_{M, N}
$$

The Hilbert-Schmidt norm ${ }^{2}$ on $\mathcal{M}_{M, N}$ is defined by setting

$$
\left|\left(a_{i, j}\right)\right|=\left(\sum_{i=1}^{M} \sum_{j=1}^{N}\left(a_{i, j}\right)^{2}\right)^{1 / 2}
$$

for $\left(a_{i, j}\right) \in \mathcal{M}_{M, N}$. The standard topology on $\mathcal{M}_{M, N}$ is that induced by the Hilbert-Schmidt norm. Of course, the mapping

$$
\left(a_{i, j}\right) \longmapsto \sum_{i=1}^{M} \sum_{j=1}^{N} a_{i, j} \mathbf{e}_{i+(j-1) M}
$$

[^0]from $\mathcal{M}_{M, N}$ to $\mathbb{R}^{M N}$ is a homeomorphism.
The function sending a point to its differential, when the differential exists, takes its values in the space of linear transformations from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$, a space often denoted $\operatorname{Hom}\left(\mathbb{R}^{N}, \mathbb{R}^{M}\right)$. The space $\operatorname{Hom}\left(\mathbb{R}^{N}, \mathbb{R}^{M}\right)$ can be identified with $\mathcal{M}_{M, N}$ by representing each linear transformation by an $M \times N$ matrix. The Jacobian matrix provides that representation for the differential of a function.

The standard topology on $\operatorname{Hom}\left(\mathbb{R}^{N}, \mathbb{R}^{M}\right)$ is that induced by using the Hilbert-Schmidt norm on $\mathcal{M}_{M, N}$ and the identification of $\operatorname{Hom}\left(\mathbb{R}^{N}, \mathbb{R}^{M}\right)$ with $\mathcal{M}_{M, N}$. On a finite dimensional vector space, all norms induce the same topology, so, in particular, the same topology is given by using the mapping norm on $\operatorname{Hom}\left(\mathbb{R}^{N}, \mathbb{R}^{M}\right)$ defined by

$$
\|L\|=\sup \left\{|L(v)|: v \in \mathbb{R}^{N},|v| \leq 1\right\}
$$

We see that $f: U \rightarrow \mathbb{R}^{M}$ is $C^{1}$ if and only if

$$
p \longmapsto D f(p)
$$

is a continuous mapping from $U$ into $\operatorname{Hom}\left(\mathbb{R}^{N}, \mathbb{R}^{M}\right)$.
Definition 1.1.3 If $f \in C^{k}\left(U, \mathbb{R}^{M}\right), k=1,2, \ldots$, we define the $k$ th differential of $f$ at $p$, denoted $D^{k} f(p)$, to be the $k$-linear $\mathbb{R}^{M}$-valued function given by

$$
\begin{equation*}
\left\langle D^{k} f(p),\left(v_{1}, v_{2}, \ldots, v_{k}\right)\right\rangle=\sum_{i_{1}, i_{2}, \ldots, i_{k}=1}^{N} \prod_{j=1}^{k}\left(\mathbf{e}_{i_{j}} \cdot v_{j}\right) \frac{\partial^{k}}{\partial x_{i_{1}} \partial x_{i_{2}} \cdots \partial x_{i_{k}}} f(p) . \tag{1.5}
\end{equation*}
$$

Note that, in the case $k=1$, equations (1.3) and (1.5) agree. Also note that the equality of mixed partial derivatives guarantees that $D^{k} f(p)$ is a symmetric function. The interested reader may consult [Fed 69; 1.9, 1.10, 3.1.11] to see the $k$ th differential placed in the context of the symmetric algebra over a vector space.

Finally note that, in case $k>1$, one can show inductively that (1.5) agrees with the value of the differential at $p$ of the function

$$
\left\langle D^{k-1} f(\cdot),\left(v_{1}, v_{2}, \ldots, v_{k-1}\right)\right\rangle
$$

applied to the vector $v_{k}$, that is,

$$
\left\langle D^{k} f(p),\left(v_{1}, v_{2}, \ldots, v_{k}\right)\right\rangle=\left\langle D\left\langle D^{k-1} f(p),\left(v_{1}, v_{2}, \ldots, v_{k-1}\right)\right\rangle, v_{k}\right\rangle
$$

holds.
In case $M=1$, one often identifies the differential of $f$ with the gradient vector of $f$ denoted by grad $f$ and defined by setting

$$
\operatorname{grad} f=\sum_{i=1}^{N} \frac{\partial f}{\partial x_{i}} \mathbf{e}_{i} .
$$

Similarly, the second differential of $f$ is often identified with the Hessian matrix $^{3}$ of $f$ denoted by Hess $(f)$ and defined by

$$
\operatorname{Hess}(f)=\left(\begin{array}{cccc}
\frac{\partial^{2} f}{\partial x_{1}^{2}} & \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \cdots & \frac{\partial^{2} f}{\partial x_{1} \partial x_{N}} \\
\frac{\partial^{2} f}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} f}{\partial x_{2}^{2}} & \cdots & \frac{\partial^{2} f}{\partial x_{2} \partial x_{N}} \\
\vdots & \vdots & & \vdots \\
\frac{\partial^{2} f}{\partial x_{N} \partial x_{1}} & \frac{\partial^{2} f}{\partial x_{N} \partial x_{2}} & \cdots & \frac{\partial^{2} f}{\partial x_{N}^{2}}
\end{array}\right) .
$$

If $f$ is suitably smooth, one has

$$
v \cdot \operatorname{grad} f=\langle D f, v\rangle
$$

and

$$
v \cdot([\operatorname{Hess}(f)] w)=\left\langle D^{2} f,(v, w)\right\rangle,
$$

for vectors $v$ and $w$ represented as columns and where $[\operatorname{Hess}(f)] w$ indicates matrix multiplication.

### 1.2 Measures

Standard references for basic measure theory are [Fol 84], [Roy 88], and [Rud 87]. Since there are variations in terminology among authors, we will briefly review measure theory. We shall not provide proofs of most statements, but instead refer the reader to [Fol 84], [Roy 88], and [Rud 87] for details.

[^1]Definition 1.2.1 Let $X$ be a nonempty set.
(1) By a measure on $X$ we mean a function $\mu$ defined on all subsets of $X$ satisfying the conditions $\mu(\emptyset)=0$ and

$$
\mu\left(\bigcup_{A \in \mathcal{F}} A\right) \leq \sum_{A \in \mathcal{F}} \mu(A) \quad \begin{align*}
& \text { if } \mathcal{F} \text { is collection of subsets of } X  \tag{1.6}\\
& \text { with } \operatorname{card}(\mathcal{F}) \leq \aleph_{0}
\end{align*}
$$

(2) If a set $A \subseteq X$ satisfies

$$
\begin{equation*}
\mu(E)=\mu(E \cap A)+\mu(E \backslash A) \text { for all } E \subseteq X, \tag{1.7}
\end{equation*}
$$

then we say that $A$ is $\mu$-measurable.
The condition (1.6) is called countable subadditivity. Since the empty union is the empty set and the empty sum is zero, countable subadditivity implies $\mu(\emptyset)=0$. Nonetheless, it is worth emphasizing that $\mu(\emptyset)=0$ must hold.

Proposition 1.2.2 Let $\mu$ be a measure on the nonempty set $X$.
(1) If $\mu(A)=0$, then $A$ is $\mu$-measurable.
(2) If $A$ is $\mu$-measurable and $B \subseteq X$, then

$$
\mu(A \cup B)=\mu(A)+\mu(B)-\mu(A \cap B)
$$

Definition 1.2.3 Let $X$ be a nonempty set. By a $\sigma$-algebra on $X$ is meant a family $\mathcal{M}$ of subsets of $X$ such that
(1) $\emptyset \in \mathcal{M}, X \in \mathcal{M}$,
(2) $\mathcal{M}$ is closed under countable unions,
(3) $\mathcal{M}$ is closed under countable intersections, and
(4) $\mathcal{M}$ is closed under taking complements in $X$.

Theorem 1.2.4 If $\mu$ is a measure on the nonempty set $X$, then the family of $\mu$-measurable sets forms a $\sigma$-algebra.

Theorem 1.2.5 Let $\mu$ be a measure on the nonempty set $X$.
(1) If $\mathcal{F}$ is an at most countable family of pairwise disjoint $\mu$-measurable sets, then

$$
\mu\left(\bigcup_{A \in \mathcal{F}} A\right)=\sum_{A \in \mathcal{F}} \mu(A) .
$$

(2) If $A_{1} \subseteq A_{2} \subseteq A_{3} \cdots$ is a non-decreasing family of $\mu$-measurable sets, then

$$
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\lim _{i \rightarrow \infty} \mu\left(A_{i}\right)
$$

(3) If $B_{1} \supseteq B_{2} \supseteq B_{3} \cdots$ is a non-increasing family of $\mu$-measurable sets and $\mu\left(B_{1}\right)<\infty$, then

$$
\mu\left(\bigcap_{i=1}^{\infty} B_{i}\right)=\lim _{i \rightarrow \infty} \mu\left(B_{i}\right)
$$

Remark 1.2.6 The conclusion (1) of Theorem 1.2.5 is called countable additivity. Many authors prefer the term outer measure for the countably subadditive functions we have called measures. Those authors define a measure to be a countably additive function on a $\sigma$-algebra. But if $\mathcal{M}$ is a $\sigma$-algebra and

$$
m: \mathcal{M} \rightarrow\{t: 0 \leq t \leq \infty\}
$$

is a countably additive function, then one can define $\mu(A)$ for any $A \subseteq X$ by setting

$$
\mu(A)=\inf \{m(E): A \subseteq E \in \mathcal{M}\} .
$$

With $\mu$ so defined, we see that $\mu(A)=m(A)$ holds whenever $A \in \mathcal{M}$ and that every set in $\mathcal{M}$ is $\mu$-measurable. Thus it is no loss of generality to assume from the outset that a measure is defined on all subsets of $X$.

The notion of a regular measure, defined next, gives additional useful structure.

Definition 1.2.7 A measure $\mu$ on a nonempty set $X$ is regular if for each set $A \subseteq X$ there exists a $\mu$-measurable set $B$ with $A \subseteq B$ and $\mu(A)=\mu(B)$.

One consequence of the additional structure available when working with a regular measure is given in the next lemma. The lemma is easily proved using the analogous result for $\mu$-measurable sets; that is, using Theorem 1.2.5(2).

Lemma 1.2.8 Let $\mu$ be a regular measure on the nonempty set $X$. If a sequence of subsets $\left\{A_{j}\right\}$ of $X$ satisfies $A_{1} \subseteq A_{2} \subseteq \cdots$, then

$$
\mu\left(\bigcup_{j=1}^{\infty} A_{j}\right)=\lim _{j \rightarrow \infty} \mu\left(A_{j}\right)
$$

Definition 1.2.9 If $X$ is a topological space, then the Borel sets ${ }^{4}$ are the elements of the smallest $\sigma$-algebra containing the open sets.

For a measure on a topological space, it is evident that the measurability of all the open sets implies the measurability of all the Borel sets, but it is typical for the Borel sets to be a proper subfamily of the measurable sets. For instance, the sets in $\mathbb{R}^{N}$ known as Suslin sets ${ }^{5}$ or (especially in the descriptive set theory literature) as analytic sets are $\mu$-measurable for measures $\mu$ of interest in geometric analysis. Any continuous image of a Borel set is a Suslin set, so every Borel set is ipso facto a Suslin set. Suslin sets are discussed in Section 1.6.

For the study of geometric analysis, the measures of interest always satisfy the following condition of Borel regularity.

Definition 1.2.10 Let $\mu$ a measure on the topological space $X$. We say that $\mu$ is Borel regular if every open set is $\mu$-measurable and if, for each $A \subseteq X$, there exists a Borel set $B \subseteq X$ with $A \subseteq B$ and $\mu(A)=\mu(B)$.

Often we will be working in the more restrictive class of Radon measures ${ }^{6}$ defined next.

Definition 1.2.11 Suppose $\mu$ is a measure on a locally compact Hausdorff space ${ }^{7} X$. We say $\mu$ is a Radon measure if the following conditions hold:
(1) Every compact set has finite $\mu$ measure.
(2) Every open set is $\mu$-measurable and, if $V \subseteq X$ is open, then

$$
\mu(V)=\sup \{\mu(K): K \text { is compact and } K \subseteq V\}
$$

[^2](3) For every $A \subseteq X$,
$$
\mu(A)=\inf \{\mu(V): V \text { is open and } A \subseteq V\}
$$

Definition 1.2.12 Let $X$ be a metric space with metric $\varrho$.
(1) For a set $A \subseteq X$, we define the diameter of $A$ by setting

$$
\operatorname{diam} A=\sup \{\varrho(x, y): x, y \in A\}
$$

(2) For sets $A, B \subseteq X$, we define the distance between $A$ and $B$ by setting

$$
\operatorname{dist}(A, B)=\inf \{\varrho(a, b): a \in A, b \in B\}
$$

If $A$ is the singleton set $\left\{a_{0}\right\}$, then we will abuse the notation by writing $\operatorname{dist}\left(a_{0}, B\right)$ instead of $\operatorname{dist}\left(\left\{a_{0}\right\}, B\right)$.

When working in a metric space, a convenient tool for verifying the measurability of the open sets is often provided by Carathéordory's criterion ${ }^{8}$ which we now introduce.

Theorem 1.2.13 (Carathéodory's Criterion) Suppose $\mu$ is a measure on the metric space $X$. All open subsets of $X$ are $\mu$-measurable if and only if

$$
\begin{equation*}
\mu(A)+\mu(B) \leq \mu(A \cup B) \tag{1.8}
\end{equation*}
$$

holds, whenever $A, B \subseteq X$ with $0<\operatorname{dist}(A, B)$.
Proof. First, suppose all open subsets of $X$ are $\mu$-measurable and let $A, B \subseteq$ $X$ with $0<\operatorname{dist}(A, B)$ be given. Setting $d=\operatorname{dist}(A, B)$, we can define the open set

$$
V=\{x \in X: \operatorname{dist}(x, A)<d / 2\} .
$$

Since $V$ is open, thus $\mu$-measurable, we have

$$
\mu(A \cup B)=\mu[(A \cup B) \cap V]+\mu[(A \cup B) \backslash V]=\mu(A)+\mu(B)
$$

so (1.8) holds.
Conversely, let $V \subseteq X$ be open and suppose (1.8) holds, whenever $A, B \subseteq$ $X$ with $0<\operatorname{dist}(A, B)$. Let $E \subseteq X$ be an arbitrary set. For each $i=1,2, \ldots$,

[^3]we apply (1.8) to the sets $E \cap V$ and $\{x \in E: \operatorname{dist}(x, V)>1 / i\}$ to conclude that
\[

$$
\begin{aligned}
& \mu[(E \cap V) \cup\{x \in E: \operatorname{dist}(x, V)>1 / i\}] \\
& \quad \leq \mu(E \cap V)+\mu(\{x \in E: \operatorname{dist}(x, V)>1 / i\}) \\
& \quad \leq \mu(E \cap V)+\mu(E \backslash V)
\end{aligned}
$$
\]

Since

$$
E=\bigcup_{i=1}^{\infty}[(E \cap V) \cup\{x \in E: \operatorname{dist}(x, V)>1 / i\}],
$$

we see that
$\mu(E)=\lim _{i \rightarrow \infty} \mu[(E \cap V) \cup\{x \in E: \operatorname{dist}(x, V)>1 / i\}] \leq \mu(E \cap V)+\mu(E \backslash V)$
holds. Since $E \subseteq X$ was arbitrary, $V$ is $\mu$-measurable.

### 1.2.1 Lebesgue Measure

To close out this section, we define Lebesgue measure ${ }^{9}$ on $\mathbb{R}$. Other measures will be defined in Chapter 2.

Definition 1.2.14 For $A \subseteq \mathbb{R}$, the (one-dimensional) Lebesgue measure of $A$ is denoted $\mathcal{L}^{1}(A)$ and is defined by setting $\mathcal{L}^{1}(A)$ equal to

$$
\begin{equation*}
\inf \left\{\sum_{I \in \mathcal{I}} \operatorname{length}(I): \mathcal{I} \text { is a family of bounded open intervals, } A \subseteq \bigcup_{I \in \mathcal{I}} I\right\} . \tag{1.9}
\end{equation*}
$$

Here, of course, if $I=(a, b)$ is an open interval, then length $(I)=b-a$.
It is easy to see that $\mathcal{L}^{1}$ is a measure, and it is easy to apply Carathéodory's criterion to see that all open sets in the reals are $\mathcal{L}^{1}$ measurable. The purpose of the Lebesgue measure is to extend the notion of length to general sets. It may not be obvious that the result of the construction agrees with the ordinary notion of length, so we confirm that fact next.

[^4]Lemma 1.2.15 If a bounded, closed interval $[a, b]$ is contained in the union of finitely many nonempty, bounded, open intervals, $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots$, $\left(a_{n}, b_{n}\right)$, then it holds that

$$
\begin{equation*}
b-a \leq \sum_{i=1}^{n}\left(b_{i}-a_{i}\right) \tag{1.10}
\end{equation*}
$$

Proof. Noting that the result is obvious when $n=1$, we argue by induction on $n$ by supposing that the result holds for all bounded, closed intervals and all $n$ less than or equal to the natural number $N$.

Consider

$$
[a, b] \subseteq \bigcup_{i=1}^{N+1}\left(a_{i}, b_{i}\right)
$$

At least one of the intervals contains $a$, so by renumbering the intervals if need be, we may suppose $a \in\left(a_{N+1}, b_{N+1}\right)$. Also, we may suppose $b_{N+1}<b$, because $b \leq b_{N+1}$ would give us $b-a<b_{N+1}-a_{N+1}$.

We have

$$
\left[b_{N+1}, b\right] \subseteq \bigcup_{i=1}^{N}\left(a_{i}, b_{i}\right)
$$

and thus, by the induction hypothesis,

$$
b-b_{N+1} \leq \sum_{i=1}^{N}\left(b_{i}-a_{i}\right)
$$

so
$b-a \leq\left(b_{N+1}-a_{N+1}\right)+\left(b-b_{N+1}\right) \leq\left(b_{N+1}-a_{N+1}\right)+\sum_{i=1}^{N}\left(b_{i}-a_{i}\right)=\sum_{i=1}^{N+1}\left(b_{i}-a_{i}\right)$,
as required.
Corollary 1.2.16 The Lebesgue measure of the closed, bounded interval $[a, b]$ equals $b-a$.

Proof. Clearly, we have $\mathcal{L}^{1}([a, b]) \leq b-a$. To obtain the reverse inequality, we observe that, if $[a, b]$ is covered by a countable family of open intervals, then by compactness $[a, b]$ is covered by finitely many of the open intervals. It then follows from the lemma that the sum of the lengths of the covering intervals exceeds $b-a$.

Lebesgue measure is the unique translation-invariant measure on $\mathbb{R}$ that assigns the unit interval measure 1 . The next example shows us that not every set is $\mathcal{L}^{1}$-measurable.

Example 1.2.17 Let $\mathbb{Q}$ denote the rational numbers. Notice that, for each $a \in \mathbb{R}$, the set $X_{a}$ defined by

$$
X_{a}=\{a+q: q \in \mathbb{Q}\}
$$

intersects the unit interval $[0,1]$. Of course, if $a_{1}-a_{2}$ is a rational number, then $X_{a_{1}}=X_{a_{2}}$, but also, the converse is true: If $X_{a_{1}}=X_{a_{2}}$, then $a_{1}-a_{2} \in \mathbb{Q}$.

By the axiom of choice, there exists a set $C$ such that

$$
C \cap[0,1] \cap X_{a}
$$

has exactly one element for every $a \in \mathbb{R}$. By the way $C$ is defined, the sets $C-q=\{c-q: c \in C\}, q \in[0,1] \cap \mathbb{Q}$, must be pairwise disjoint. Because $\mathcal{L}^{1}$ is translation-invariant, all the sets $C-q$ have $\mathcal{L}^{1}$ measure equal to $\mathcal{L}^{1}(C)$ and if one of those sets is $\mathcal{L}^{1}$-measurable, then all of them are.

Now, if $t \in[0,1]$, then there is $c \in[0,1] \cap X_{t}$, that is, $c=t+q$ with $q \in \mathbb{Q}$. Equivalently, we can write $q=c-t$, so we see that $-1 \leq q \leq 1$ and $t \in C-q$. Thus we have

$$
\begin{equation*}
[0,1] \subseteq \bigcup_{q \in[0,1] \cap \mathbb{Q}}(C-q) \subseteq[-1,2] \tag{1.11}
\end{equation*}
$$

and the sets in the union are all pairwise disjoint.
If $C$ were $\mathcal{L}^{1}$-measurable, then the lefthand containment in (1.11) would tell us that $\mathcal{L}^{1}(C)>0$, while the righthand containment would tell us that $\mathcal{L}^{1}(C)=0$. Thus we have a contradiction. We conclude that $C$ is not $\mathcal{L}^{1}$-measurable.

The construction in the Example 1.2.17 is widely known. Less well known is the general fact that, if $\mu$ is a Borel regular measure on a complete, separable metric space such that there are sets with positive, finite measure and with the property that no point has positive measure, then there must exist a set that is not $\mu$-measurable (see [Fed 69; 2.2.4]).

The construction of non-measurable sets requires the use of the Axiom of Choice. In fact, Robert Solovay has used Paul Cohen's forcing method to construct a model of set theory in which the Axiom of Choice is not valid and in which every set of reals is Lebesgue measurable (see [Sov 70]).

### 1.3 Integration

The definition of the integral in use in the mid 1800s was that given by Augustin-Louis Cauchy (1789-1850). Cauchy's definition is applicable to continuous integrands, and easily extends to piecewise continuous integrands, but does not afford more generality. This lack of generality in the definition of the definite integral compelled Bernhard Riemann (1826-1866) to clarify the notion of an integrable function for his investigation of the representation of functions by trigonometric series.

Recall that Riemann's definition of the integral of a function $f:[a, b] \rightarrow \mathbb{R}$ is based on the idea of partitioning the domain of the function into subintervals. This approach is mandated by the absence of a measure of the size of general subsets of the domain. Measure theory takes away that limitation and allows the definition of the integral to proceed by partitioning the domain via the inverse images of intervals in the range. While this change of the partitioning may seem minor, the consequences are far reaching and have provided a theory that continues to serve us well.

### 1.3.1 Measurable Functions

Definition 1.3.1 Let $\mu$ be a measure on the nonempty set $X$.
(1) The term $\mu$-almost can serve as an adjective or adverb in the following ways:
(a) Let $\mathcal{P}(x)$ be a statement or formula that contains a free variable $x \in X$. We say that $\mathcal{P}(x)$ holds for $\mu$-almost every $x \in X$ if

$$
\mu(\{x \in X: \mathcal{P}(x) \text { is false }\})=0 .
$$

If $X$ is understood from context, then we simply say that $\mathcal{P}(x)$ holds $\mu$-almost everywhere.
(b) Two sets $A, B \subseteq X$ are $\mu$-almost equal if their symmetric difference has $\mu$-measure zero, i.e., $\mu[(A \backslash B) \cup(B \backslash A)]=0$.
(c) Two functions $f$ and $g$, each defined for $\mu$-almost every $x \in X$ are said to be $\mu$-almost equal if $f(x)=g(x)$ holds for $\mu$-almost every $x \in X$.
(2) Let $Y$ be a topological space. By a $\mu$-measurable, $Y$-valued function we mean a $Y$-valued function $f$ defined for $\mu$-almost every $x \in X$ such that the inverse image of any open subset $U$ of $Y$ is a $\mu$-measurable subset of $X$, that is,
(a) $f: D \subseteq X \rightarrow Y$,
(b) $\mu(X \backslash D)=0$, and
(c) $f^{-1}(U)$ is $\mu$-measurable whenever $U \subseteq Y$ is open.

## Remark 1.3.2

(1) For the purposes of measure and integration, two functions that are $\mu$-almost equal are equivalent. This defines an equivalence relation.
(2) It is no loss of generality to assume that a $\mu$-measurable function is defined at every point of $X$. In fact, suppose $f$ is a $\mu$-measurable, $Y$ valued function with domain $D$ and let $y_{0}$ be any element of $Y$. We can define the $\mu$-measurable function $\tilde{f}: X \rightarrow Y$ by setting $\tilde{f}=f$ on $D$ and $\tilde{f}(x)=y_{0}$, for all $x \in X \backslash D$. Then $f$ and $\tilde{f}$ are $\mu$-almost equal and $\tilde{f}$ is defined at every point of $X$.

Two classical theorems concerning measurable functions are those of Egoroff ${ }^{10}$ and Lusin. ${ }^{11}$

Theorem 1.3.3 (Egoroff's theorem) Let $\mu$ be a measure on $X$ and let $f_{1}, f_{2}, \ldots$ be real-valued, $\mu$-measurable functions. If $A \subseteq X$ with $\mu(A)<\infty$,

$$
\lim _{n \rightarrow \infty} f_{n}(x)=g(x) \text { exists for } \mu \text {-almost every } x \in A
$$

and $\epsilon>0$, then there exists a $\mu$-measurable set $B$, with $\mu(A \backslash B)<\epsilon$, such that $f_{n}$ converges uniformly to $g$ on $B$.

Theorem 1.3.4 (Lusin's theorem) Let $X$ be a metric space and let $\mu$ be a Borel regular measure on $X$. If $f: X \rightarrow \mathbb{R}$ is $\mu$-measurable, $A \subseteq X$ with $\mu(A)<\infty$, and $\epsilon>0$, then there exists a closed set $C \subseteq A$, with $\mu(A \backslash C)<\epsilon$, such that $f$ is continuous on $C$.

[^5]One reason for the usefulness of the notion of a $\mu$-measurable function is that the set of $\mu$-measurable functions is closed under operations of interest in analysis (including limiting operations). This usefulness is further enhanced by using the extended real numbers which we define next.

Definition 1.3.5 Often we will allow a function to take the values $+\infty=$ $\infty$ and $-\infty$. To accommodate this generality, we define the extended real numbers

$$
\overline{\mathbb{R}}=\mathbb{R} \cup\{\infty,-\infty\} .
$$

The standard ordering on $\overline{\mathbb{R}}$ is defined by requiring

$$
\begin{aligned}
& x \leq y \text { if and only if } \\
& \qquad(x, y) \in(\{-\infty\} \times \overline{\mathbb{R}}) \cup(\mathbb{R} \times\{\infty\}) \cup\{(x, y) \in \mathbb{R} \times \mathbb{R}: x \leq y\} .
\end{aligned}
$$

The operation of addition is extended by requiring that it agree with values already defined for the real numbers, by demanding that the operation be commutative, and by assigning the values given in the following table.

| + | $-\infty$ | $x \in \mathbb{R}$ | $+\infty$ |
| :---: | :---: | :---: | :---: |
| $+\infty$ | undefined | $+\infty$ | $+\infty$ |
| $-\infty$ | $-\infty$ | $-\infty$ | undefined |

The operation of multiplication is extended by requiring that it agree with values already defined for the real numbers, by demanding that the operation be commutative, and by assigning the values given in the following table.

| $\times$ | $-\infty \leq x<0$ | 0 | $0<x \leq+\infty$ |
| :---: | :---: | :---: | :---: |
| $+\infty$ | $-\infty$ | undefined | $+\infty$ |
| $-\infty$ | $+\infty$ | undefined | $-\infty$ |

The topology on $\overline{\mathbb{R}}$ has as a basis the finite open intervals and the intervals of the form $[-\infty, a)$ and $(a, \infty]$ for $a \in \mathbb{R}$.

The extensions of the arithmetic operations given above are maximal subject to maintaining continuity. Nonetheless, when defining integrals, it is convenient to extend the above definitions by adopting the convention that

$$
0 \cdot \infty=0 \cdot(-\infty)=0
$$

### 1.3.2 The Integral

Definition 1.3.6 For a function $f: X \rightarrow \overline{\mathbb{R}}$ we define the positive part of $f$ to be the function $f^{+}: X \rightarrow[0, \infty]$ defined by setting

$$
f^{+}(x)=\left\{\begin{array}{cl}
f(x) & \text { if } f(x)>0 \\
0 & \text { otherwise }
\end{array}\right.
$$

Similarly, the negative part of $f$ is denoted $f^{-}$and is defined by setting

$$
f^{-}(x)=\left\{\begin{array}{cl}
f(x) & \text { if } f(x)<0 \\
0 & \text { otherwise }
\end{array}\right.
$$

## Definition 1.3.7

(1) The characteristic function of $S \subseteq X$ is the function with domain $X$ defined, for $x \in X$, by setting

$$
\chi_{S}(x)= \begin{cases}1 & \text { if } x \in S \\ 0 & \text { if } x \notin S\end{cases}
$$

(2) By a simple function is meant a linear combination of characteristic functions of subsets of $X$; that is, $f$ is a simple function if it can be written in the form

$$
\begin{equation*}
f=\sum_{i=1}^{n} a_{i} \chi_{A_{i}} \tag{1.12}
\end{equation*}
$$

where the numbers $a_{i}$ can be real or complex, but only finite values are allowed (that is, $a_{i} \neq \pm \infty$ ).

The non-negative, $\mu$-measurable, simple functions are of particular interest for integration theory.

Lemma 1.3.8 Let $\mu$ be a measure on the nonempty set $X$. If $f: X \rightarrow$ $[0, \infty]$ is $\mu$-measurable, then there exists a sequence of $\mu$-measurable, simple functions $h_{n}: X \rightarrow[0, \infty], n=1,2, \ldots$, such that
(1) $0 \leq h_{1} \leq h_{2} \leq \cdots \leq f$, and
(2) $\lim _{n \rightarrow \infty} h_{n}=f(x)$, for all $x \in X$.

Proof. We can set

$$
h_{n}=n \chi_{B_{n}}+\sum_{i=1}^{n 2^{n}-1} i \cdot 2^{-n} \chi_{A_{i}}
$$

where $B_{n}=f^{-1}([n, \infty])$, and

$$
A_{i}=f^{-1}\left(\left[i \cdot 2^{-n},(i+1) \cdot 2^{-n}\right)\right), i=1,2, \ldots, n 2^{n}-1
$$

Definition 1.3.9 Let $\mu$ be a measure on the nonempty set $X$. If $f: X \rightarrow \overline{\mathbb{R}}$ is $\mu$-measurable, then the integral of $f$ with respect to $\mu$ or, more simply, the $\mu$-integral of $f$ (or, more simply yet, the integral of $f$ when the measure is clear from context) is denoted by

$$
\int f d \mu=\int_{X} f(x) d \mu x
$$

and is defined as follows:
(1) In case $f$ is a non-negative, simple function written as in (1.12) with each $A_{i} \mu$-measurable, we set

$$
\begin{equation*}
\int f d \mu=\sum_{i=1}^{n} a_{i} \mu\left(A_{i}\right) \tag{1.13}
\end{equation*}
$$

Note that the convention $0 \cdot \infty=0$ insures that the value on the righthand side of (1.13) is always finite.
(2) In case $f$ is a non-negative function, we set

$$
\begin{equation*}
\int f d \mu=\sup \left\{\int h d \mu: 0 \leq h \leq f, h \text { simple, } \mu \text {-measurable }\right\} \tag{1.14}
\end{equation*}
$$

(3) In case at least one of $\int f^{+} d \mu$ and $\int f^{-} d \mu$ is finite, so that

$$
\int f^{+} d \mu-\int f^{-} d \mu
$$

is defined, we set

$$
\begin{equation*}
\int f d \mu=\int f^{+} d \mu-\int f^{-} d \mu \tag{1.15}
\end{equation*}
$$

(4) In case both $\int f^{+} d \mu$ and $\int f^{-} d \mu$ are infinite, the quantity $\int f d \mu$ is undefined.

## Definition 1.3.10

(1) To integrate $f$ over a subset $A$ of $X$, we multiply $f$ by the characteristic function of $A$, that is,

$$
\int_{A} f d \mu=\int f \cdot \chi_{A} d \mu
$$

(2) The definition of $\int f d \mu$ extends to complex-valued, respectively, $\mathbb{R}^{N_{-}}$ valued functions, by separating $f$ into real and imaginary parts, respectively, components, and combining the resulting real-valued integrals using linearity.
(3) If $\int|f| d \mu$ is finite, then we say that $f$ is $\mu$-integrable or (simply integrable if the measure $\mu$ is clear from context). In particular, $f$ is $\mu$-integrable if and only if $|f|$ is $\mu$-integrable.

## Remark 1.3.11

(1) By a Lebesgue integrable function is meant an $\mathcal{L}^{1}$-integrable function in the terminology of Definition 1.3.10(3).
(2) The connection between the theory of Riemann integration and Lebesgue integration is provided by the theorem that states

A bounded, real-valued function on a closed interval is Riemann integrable if and only if the set of points at which the function is discontinuous has Lebesgue measure zero.

We will not prove this result. A proof can be found in [Fol 84; Theorem (2.28)].
(3) The reader should be aware that the terminology in [Fed 69] is different from that which we use: In [Fed 69] a function is said to be " $\mu$ integrable" if $\int f d \mu$ is defined, the values $+\infty$ and $-\infty$ being allowed, and " $\mu$ summable" if $\int|f| d \mu$ is finite.

The following basic facts hold for integration of non-negative functions.
Theorem 1.3.12 Let $\mu$ be a measure on the nonempty set $X$. Suppose $f, g: X \rightarrow[0, \infty]$ are $\mu$-measurable.
(1) If $A \subseteq X$ is $\mu$-measurable, and $f(x)=0$ holds for $\mu$-almost all $x \in A$, then

$$
\int_{A} f d \mu=0
$$

(2) If $A \subseteq X$ is $\mu$-measurable, and $\mu(A)=0$, then

$$
\int_{A} f d \mu=0 .
$$

(3) If $0 \leq c<\infty$, then

$$
\int(c \cdot f) d \mu=c \int f d \mu
$$

(4) If $f \leq g$, then

$$
\int f d \mu \leq \int g d \mu
$$

(5) If $A \subseteq B \subseteq X$ are $\mu$-measurable, then

$$
\int_{A} f d \mu \leq \int_{B} f d \mu
$$

Proof. Conclusions (1)-(4) are immediate from the definitions, and conclusion (5) follows from (4).

Of course it is essential that the equation $\int(f+g) d \mu=\int f d \mu+\int g d \mu$ hold. Unfortunately, it is not an immediate consequence of the definition. To prove it we need the next lemma, which is a weak form of Lebesgue's monotone convergence theorem.

Lemma 1.3.13 Let $\mu$ be a measure on the nonempty set $X$. If $f: X \rightarrow$ $[0, \infty]$ is $\mu$-measurable and $0 \leq h_{1} \leq h_{2} \leq \cdots \leq f$ is a sequence of simple, $\mu$-measurable functions with $\lim _{n \rightarrow \infty} h_{n}=f$, then

$$
\lim _{n \rightarrow \infty} \int h_{n} d \mu=\int f d \mu
$$

Proof. The inequality $\lim _{n \rightarrow \infty} \int h_{n} d \mu \leq \int f d \mu$ is immediate from the definition of the integral.

To obtain the reverse inequality, let $\ell$ be an arbitrary simple, $\mu$-measurable function with $0 \leq \ell \leq f$ and write

$$
\ell=\sum_{i=1}^{k} a_{i} \chi_{A_{i}}
$$

where each $A_{i}$ is $\mu$-measurable. Let $c \in(0,1)$ also be arbitrary.
For each $m$, set

$$
E_{m}=\left\{x: c \cdot \ell(x) \leq h_{m}(x)\right\} \text { and } \ell_{m}=c \cdot \ell \cdot \chi_{E_{m}} .
$$

For $m \leq n$, we have $\ell_{m} \leq h_{n}$, so applying Theorem 1.3.12(4), we obtain

$$
\int \ell_{m} d \mu \leq \lim _{n \rightarrow \infty} \int h_{n} d \mu
$$

Finally, we note that, for each $i=1,2, \ldots, k$, the sets $A_{i} \cap E_{m}$ increase to $A_{i}$ as $m \rightarrow \infty$, so, by $\mu\left(A_{i}\right)=\lim _{m \rightarrow \infty} \mu\left(A_{i} \cap E_{m}\right)$ and thus

$$
c \int \ell d \mu=\int c \cdot \ell d \mu=\lim _{m \rightarrow \infty} \int \ell_{m} d \mu \leq \lim _{n \rightarrow \infty} \int h_{n} d \mu
$$

The result follows from the arbitrariness of $\ell$ and $c$.

Theorem 1.3.14 Let $\mu$ be a measure on the nonempty set $X$. If $f, g: X \rightarrow$ $[0, \infty]$ are $\mu$-measurable, then

$$
\int(f+g) d \mu=\int f d \mu+\int g d \mu
$$

Proof. The result clearly holds if $f$ and $g$ are simple functions, and the general case then follows from Lemmas 1.3.8 and 1.3.13.

Corollary 1.3.15 The $\mu$-integrable functions form a vector space, and the $\mu$-integral is a linear functional on the space of $\mu$-integrable functions.

Remark 1.3.16 The decisive results for integration theory are Fatou's ${ }^{12}$ lemma and the monotone and dominated convergence theorems of Lebesgue (see any of [Fol 84], [Roy 88], and [Rud 87]). In the development outlined above, it is easiest first to prove Lebesgue's monotone convergence theorem, arguing as in the proof of Lemma 1.3.13. Then one uses the monotone convergence theorem to prove Fatou's lemma and the dominated convergence theorem.

One of the beauties of measure theory is that we deal in analysis almost exclusively with measurable functions and sets, and the ordinary operations of analysis would never cause us to leave the realm of measurable functions and sets. However, in geometric measure theory it is occasionally necessary to deal with functions that either are non-measurable or are not known a priori to be measurable. In such situations, it is convenient to have a notion of upper and lower integral.

Definition 1.3.17 Let $\mu$ be a measure on the nonempty set $X$ and let $f$ : $X \rightarrow[0, \infty]$ be defined $\mu$-almost everywhere. We denote the upper $\mu$-integral of $f$ by

$$
\bar{\int} f d \mu
$$

and define it by setting

$$
\bar{\int} f d \mu=\inf \left\{\int \psi d \mu: 0 \leq f \leq \psi \text { and } \psi \text { is } \mu \text {-measurable }\right\}
$$

Similarly, the lower $\mu$-integral of $f$ is denoted by

$$
\underline{\int} f d \mu
$$

and defined by setting

$$
\underline{\int} f d \mu=\sup \left\{\int \phi d \mu: 0 \leq \phi \leq f \text { and } \phi \text { is } \mu \text {-measurable }\right\} .
$$

Lemma 1.3.18 If $\mu$ is a measure on the nonempty set $X$ and $f, g: X \rightarrow$ $[0, \infty]$ are defined $\mu$-almost everywhere, then the following hold
(1) $\underline{\int} f d \mu \leq \bar{\int} f d \mu$,

[^6](2) if $f \leq g$, then $\underline{\int} f d \mu \leq \underline{\int} g d \mu$ and $\bar{\int} f d \mu \leq \bar{\int} g d \mu$,
(3) if $f$ is $\mu$-measurable, then $\int f d \mu=\int f d \mu=\bar{\int} f d \mu$
(4) if $0 \leq c$, then $\underline{\int} c f d \mu=c \int f d \mu$ and $\bar{\int} c f d \mu=c \bar{\int} f d \mu$,
(5) $\underline{\int} f d \mu+\underline{\int} g d \mu \leq \underline{\int}(f+g) d \mu$ and $\bar{\int}(f+g) d \mu \leq \bar{\int} f d \mu+\bar{\int} g d \mu$.

The lemma follows easily from the definitions.
Proposition 1.3.19 Suppose $f: X \rightarrow[0, \infty]$ satisfies $\bar{\int} f d \mu<\infty$. For such a function,

$$
\underline{\int} f d \mu=\bar{\int} f d \mu
$$

holds if and only if $f$ is $\mu$-measurable.
Proof. Suppose the upper and lower $\mu$-integrals of $f$ are equal. Choose sequences of $\mu$-measurable functions $g_{1} \leq g_{2} \leq \cdots \leq f$ and $h_{1} \geq h_{2} \geq \cdots \geq$ $f$ with

$$
\lim _{n \rightarrow \infty} \int g_{n} d \mu=\underline{\int} f d \mu=\bar{\int} f d \mu=\lim _{n \rightarrow \infty} \int h_{n} d \mu
$$

Then $g=\lim _{n \rightarrow \infty} g_{n}$ and $h=\lim _{n \rightarrow \infty} h_{n}$ are $\mu$-measurable with $g \leq f \leq h$. Since, by Lebesgue's dominated convergence theorem, the $\mu$-integrals of $g$ and $h$ are equal, we see that $g$ and $h$ must be $\mu$-almost equal to each other, and thus $\mu$-almost equal to $f$.

### 1.3.3 Lebesgue Spaces

Definition 1.3.20 Fix $1 \leq p \leq \infty$. Let $\mu$ be a measure on the nonempty set $X$. The Lebesgue space $L^{p}(\mu)$ (or simply $L^{p}$, if the choice of the measure is clear from context) is the vector space of $\mu$-measurable, complex-valued functions satisfying

$$
\|f\|_{p}<\infty
$$

where $\|f\|_{p}$ is defined by setting

$$
\|f\|_{p}=\left\{\begin{array}{cl}
\left(\int|f|^{p} d \mu\right)^{1 / p}, & \text { if } p<\infty \\
\inf \{t: \mu(X \cap\{x:|f(x)|>t\})=0\}, & \text { if } p=\infty
\end{array}\right.
$$

The elements of $L^{p}$ are called $L^{p}$ functions. Of course, the $L^{1}$ functions are just the $\mu$-integrable functions. The $L^{2}$ functions are also called square integrable functions, and, for $1 \leq p<\infty$, the $L^{p}$ functions are also called p-integrable functions.

## Remark 1.3.21

(1) A frequently used tool in analysis is Hölder's ${ }^{13}$ inequality

$$
\int f g d \mu \leq\|f\|_{p}\|g\|_{q}
$$

where $f$ and $g$ are $\mu$-measurable, $1<p<\infty$, and $1 / p+1 / q=1$. We note that Hölder's inequality is also valid when the integrals are replaced by upper integrals. The proof of this generalization makes use of Lemma 1.3.18(2,5).
(2) The function $\|\cdot\|_{p}$ is called the $L^{p}$-norm. In the cases $p=1$ and $p=\infty$, it is easy to verify that the $L^{p}$-norm is, in fact, a norm, but, for the case $1<p<\infty$, this fact is a consequence of Minkowski's ${ }^{14}$ inequality

$$
\|f+g\|_{p} \leq\|f\|_{p}+\|g\|_{p} .
$$

(3) Much of the importance of the Lebesgue spaces stems from the discovery that $L^{p}, 1 \leq p<\infty$, is a complete metric space. This result is sometimes (for instance in [Roy 88]) called the Riesz-Fischer ${ }^{15}$ theorem.

[^7]
### 1.3.4 Product Measures and the Fubini-Tonelli Theorem

Definition 1.3.22 Let $\mu$ be a measure on the nonempty set $X$ and let $\nu$ be a measure on the nonempty set $Y$. The cartesian product of the measures $\mu$ and $\nu$ is denoted $\mu \times \nu$ and is defined by setting

$$
\begin{align*}
&(\mu \times \nu)(E)=\inf \left\{\sum_{i=1}^{\infty} \mu\left(A_{i}\right) \cdot \nu\left(B_{i}\right): E \subseteq \bigcup_{i=1}^{\infty} A_{i} \times B_{i}\right. \\
& A_{i} \subseteq X \text { is } \mu \text {-measurable, for } i=1,2, \ldots \\
&\left.B_{i} \subseteq Y \text { is } \nu \text {-measurable, for } i=1,2, \ldots\right\} \tag{1.16}
\end{align*}
$$

It is immediately verified that $\mu \times \nu$ is a measure on $X \times Y$. Clearly the inequality

$$
(\mu \times \nu)(A \times B) \leq \mu(A) \cdot \nu(B)
$$

holds, whenever $A \subseteq X$ is $\mu$-measurable and $B \subseteq Y$ is $\nu$-measurable. The product measure $\mu \times \nu$ is the largest measure satisfying that condition.

One of the main concerns in using product measures is justifying the interchange of the order of integration in a multiple integral. The next example illustrates a situation in which the order of integration in a double integral cannot be interchanged.

Example 1.3.23 The counting measure on $X$ is defined by setting

$$
\mu(E)=\left\{\begin{array}{cl}
\operatorname{card}(E) & \text { if } E \text { is finite } \\
\infty & \text { otherwise }
\end{array}\right.
$$

for $E \subseteq X$. If $\nu$ is another measure on $X$ for which $0<\nu(X)$ and $\nu(\{x\})=$ 0 , for each $x \in X$, and if $f: X \times X \rightarrow[0, \infty]$ is the characteristic function of the diagonal, that is,

$$
f\left(x_{1}, x_{2}\right)= \begin{cases}1 & \text { if } x_{1}=x_{2} \\ 0 & \text { otherwise }\end{cases}
$$

then

$$
\int\left(\int f\left(x_{1}, x_{2}\right) d \mu x_{1}\right) d \nu x_{2}=\int 1 d \nu=\nu(X)>0
$$

but

$$
\int\left(\int f\left(x_{1}, x_{2}\right) d \nu x_{2}\right) d \mu x_{1}=\int 0 d \mu=0 .
$$

To avoid the phenomenon in the preceding example we introduce a definition.

Definition 1.3.24 Let $\mu$ be a measure on the nonempty set $X$. We say $\mu$ is $\sigma$-finite if $X$ can be written as a countable union of $\mu$-measurable sets each having finite $\mu$ measure.

The main facts about product measures, which often do allow the interchange of the order of integration, are stated in the next theorem. We refer the reader to any of [Fol 84], [Roy 88], and [Rud 87].

Theorem 1.3.25 Let $\mu$ be a $\sigma$-finite measure on the nonempty set $X$ and let $\nu$ be a $\sigma$-finite measure on the nonempty set $Y$.
(1) If $A \subseteq X$ is $\mu$-measurable and $B \subseteq Y$ is $\nu$-measurable, then $A \times B$ is $(\mu \times \nu)$-measurable and

$$
(\mu \times \nu)(A \times B)=\mu(A) \cdot \nu(B)
$$

(2) (Tonelli's ${ }^{16}$ theorem) If $f: X \times Y \rightarrow[0, \infty]$ is $(\mu \times \nu)$-measurable, then

$$
\begin{equation*}
g(x)=\int f(x, y) d \nu y \tag{1.17}
\end{equation*}
$$

defines a $\mu$-measurable function on $X$,

$$
\begin{equation*}
h(y)=\int f(x, y) d \mu x \tag{1.18}
\end{equation*}
$$

defines a $\nu$-measurable function on $Y$, and

$$
\begin{equation*}
\int f d(\mu \times \nu)=\int\left(\int f(x, y) d \mu x\right) d \nu y=\int\left(\int f(x, y) d \nu y\right) d \mu x \tag{1.19}
\end{equation*}
$$

(3) (Fubini's ${ }^{17}$ theorem) If $f$ is $(\mu \times \nu)$-integrable, then
(a) $\phi(x) \equiv f(x, y)$ is $\mu$-integrable, for $\nu$-almost every $y \in Y$,
(b) $\psi(y) \equiv f(x, y)$ is $\nu$-integrable, for $\mu$-almost every $x \in X$,
(c) $g(x)$ defined by (1.17) is a $\mu$-integrable function on $X$,

[^8](d) $h(y)$ defined by (1.18) is a $\nu$-integrable function on $Y$, and
(e) equation (1.19) holds.

Definition 1.3.26 The $N$-dimensional Lebesgue measure on $\mathbb{R}^{N}$, denoted $\mathcal{L}^{N}$, is defined inductively by setting $\mathcal{L}^{N}=\mathcal{L}^{N-1} \times \mathcal{L}^{1}$.

### 1.4 The Exterior Algebra

In an introductory vector calculus course, a vector is typically described as representing a direction and a magnitude, that is, an oriented line and a length. When later an oriented plane and an area in that plane are to be represented, a direction orthogonal to the plane and a length equal to the desired area are often used. This last device is only viable for $(N-1)$-dimensional oriented planes in $N$-dimensional space, because the complementary dimension must be 1 . For the general case of an oriented $m$-dimensional plane and an $m$-dimensional area in $\mathbb{R}^{N}$, some new idea must be invoked.

The straightforward way to represent an oriented $m$-dimensional plane in $\mathbb{R}^{N}$ is to specify an ordered $m$-tuple of independent vectors parallel to the plane. To simultaneously represent an $m$-dimensional area in that plane, choose the vectors so that the $m$-dimensional area of the parallelepiped they determine equals that given $m$-dimensional area. Of course, a given oriented $m$-dimensional plane and $m$-dimensional area can equally well be represented by many different ordered $m$-tuples of vectors, and identifying any two such ordered $m$-tuples introduces an equivalence relation on the ordered $m$-tuples of vectors. To facilitate computation and understanding, the equivalence classes of ordered $m$-tuples are overlaid with a vector space structure. The result is the alternating algebra of $m$-vectors in $\mathbb{R}^{N}$. We now proceed to a formal definition.

## Definition 1.4.1

(1) Define an equivalence relation $\sim$ on

$$
\left(\mathbb{R}^{N}\right)^{m}=\underbrace{\mathbb{R}^{N} \times \mathbb{R}^{N} \times \cdots \times \mathbb{R}^{N}}_{m \text { factors }}
$$

by requiring, for all $\alpha \in \mathbb{R}$ and $1 \leq i<j \leq m$,
(a) $\left(u_{1}, \ldots, \alpha u_{i}, \ldots, u_{j}, \ldots, u_{m}\right) \sim\left(u_{1}, \ldots, u_{i}, \ldots, \alpha u_{j}, \ldots, u_{m}\right)$,
(b) $\left(u_{1}, \ldots, u_{i}, \ldots, u_{j}, \ldots, u_{m}\right) \sim\left(u_{1}, \ldots, u_{i}+\alpha u_{j}, \ldots, u_{j}, \ldots, u_{m}\right)$,
(c) $\left(u_{1}, \ldots, u_{i}, \ldots, u_{j}, \ldots, u_{m}\right) \sim\left(u_{1}, \ldots,-u_{j}, \ldots, u_{i}, \ldots, u_{m}\right)$,
and extending the resulting relation to be symmetric and transitive.
(2) The equivalence class of $\left(u_{1}, u_{2}, \ldots, \ldots, u_{m}\right)$ under $\sim$ is denoted by $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}$. We call $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}$ a simple m-vector.
(3) On the vector space of formal linear combinations of simple $m$-vectors, we define the equivalence relation $\approx$ by extending the relation defined by requiring
(a) $\alpha\left(u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}\right) \approx\left(\alpha u_{1}\right) \wedge u_{2} \wedge \cdots \wedge u_{m}$,
(b) $\left(u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}\right)+\left(v_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}\right) \approx\left(u_{1}+v_{1}\right) \wedge u_{2} \wedge \cdots \wedge u_{m}$.
(4) The equivalence classes of formal linear combinations of simple $m$ vectors under the relation $\approx$ are the $m$-vectors in $\mathbb{R}^{N}$. The vector space of $m$-vectors in $\mathbb{R}^{N}$ is denoted $\Lambda_{m}\left(\mathbb{R}^{N}\right)$.
(5) The exterior algebra of $\mathbb{R}^{N}$, denoted $\Lambda_{*}\left(\mathbb{R}^{N}\right)$, is the direct sum of the $\Lambda_{m}\left(\mathbb{R}^{N}\right)$ together with the exterior multiplication defined by linearly extending the definition
$\left(u_{1} \wedge u_{2} \wedge \cdots \wedge u_{\ell}\right) \wedge\left(v_{1} \wedge v_{2} \wedge \cdots \wedge v_{m}\right)=u_{1} \wedge u_{2} \wedge \cdots \wedge u_{\ell} \wedge v_{1} \wedge v_{2} \wedge \cdots \wedge v_{m}$.

## Remark 1.4.2

(1) When $m=1$, Definition 1.4.1(1) is vacuous, so $\bigwedge_{1}\left(\mathbb{R}^{N}\right)$ is isomorphic to, and will be identified with, $\mathbb{R}^{N}$. If the vectors $u_{1}, u_{2}, \ldots, u_{m}$ are linearly dependent, then $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}$ is the additive identity in $\wedge_{m}\left(\mathbb{R}^{N}\right)$, so we write $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}=0$. Consequently, when $N<m, \wedge_{m}\left(\mathbb{R}^{N}\right)$ is the trivial vector space containing only 0 .
(2) As an exercise, the reader should convince himself that $\mathbf{e}_{1} \wedge \mathbf{e}_{2}+\mathbf{e}_{3} \wedge \mathbf{e}_{4} \in$ $\Lambda_{2}\left(\mathbb{R}^{4}\right)$ is not a simple 2-vector.

For a non-trivial simple $m$-vector $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}$ in $\mathbb{R}^{N}$, the associated subspace is that subspace spanned by the vectors $u_{1}, u_{2}, \ldots, u_{m}$. It is evident from Definition 1.4.1(1) that if $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}= \pm v_{1} \wedge v_{2} \wedge \cdots \wedge v_{m}$, then
their associated subspaces are equal. We assert that if $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}=$ $\pm v_{1} \wedge v_{2} \wedge \cdots \wedge v_{m}$, then also the $m$-dimensional area of the parallelepiped determined by $u_{1}, u_{2}, \ldots, u_{m}$ is equal to the $m$-dimensional area of the parallelepiped determined by $v_{1}, v_{2}, \ldots, v_{m}$. To see this last fact, we need the next proposition which gives us a way to compute the $m$-dimensional areas in question. The proof is based on [Por 96].

Proposition 1.4.3 If $u_{1}, u_{2}, \ldots, u_{m}$ are vectors in $\mathbb{R}^{N}$, then the parallelepiped determined by those vectors has m-dimensional area

$$
\begin{equation*}
\sqrt{\operatorname{det}\left(U^{\mathrm{t}} U\right)} \tag{1.20}
\end{equation*}
$$

where $U$ is the $N \times m$ matrix with $u_{1}, u_{2}, \ldots, u_{m}$ as its columns.
Proof: If the vectors $u_{1}, u_{2}, \ldots, u_{m}$ are pairwise orthogonal, then the result is immediate. Thus we will reduce the general case to this special case.

Notice that Cavalieri's Principle ${ }^{18}$ shows us that adding a multiple of $u_{j}$ to another vector $u_{i}, i \neq j$, does not change the $m$-dimensional area of the parallelepiped determined by the vectors. But also notice that such an operation on the vectors $u_{i}$ is equivalent to multiplying $U$ on the right by an $m \times m$ triangular matrix with 1 s on the diagonal. The Gram-Schmidt orthogonalization procedure ${ }^{19}$ is effected by a sequence of operations of precisely this type. Thus we see that there is an upper triangular matrix $A$ with 1s on the diagonal such that $U A$ has orthogonal columns and the columns of $U A$ determine a parallelepiped with the same $m$-dimensional area as the parallelepiped determined by $u_{1}, u_{2}, \ldots, u_{m}$. Since the columns of $U A$ are orthogonal, we know that $\sqrt{\operatorname{det}\left((U A)^{\mathrm{t}}(U A)\right)}$ equals the $m$-dimensional area of the parallelepiped determined by its columns, and thus equals the $m$ dimensional area as the parallelepiped determined by $u_{1}, u_{2}, \ldots, u_{m}$. Finally, we compute

$$
\begin{aligned}
\operatorname{det}\left((U A)^{\mathrm{t}}(U A)\right) & =\operatorname{det}\left(A^{\mathrm{t}} U^{\mathrm{t}} U A\right) \\
& =\operatorname{det}\left(A^{\mathrm{t}}\right) \operatorname{det}\left(U^{\mathrm{t}} U\right) \operatorname{det}(A) \\
& =\operatorname{det}\left(U^{\mathrm{t}} U\right)
\end{aligned}
$$

[^9]Corollary 1.4.4 If $u_{1}, u_{2}, \ldots, u_{m}$ and $v_{1}, v_{2}, \ldots, v_{m}$ are vectors in $\mathbb{R}^{N}$ with

$$
u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}= \pm v_{1} \wedge v_{2} \wedge \cdots \wedge v_{m}
$$

then the m-dimensional area of the parallelepiped determined by the vectors $u_{1}, u_{2}, \ldots, u_{m}$ equals the $m$-dimensional area of the parallelepiped determined by the vectors $v_{1}, v_{2}, \ldots, v_{m}$.

Proof. We consider the $m$-tuples of vectors on the lefthand and righthand sides of Definition 1.4.1(1a,b,c). Let $U_{l}$ be the matrix whose columns are the vectors on the lefthand side and let $U_{r}$ be the matrix whose columns are the vectors on the righthand side. For (a), we have $U_{r}=U_{l} A$, where $A$ is the $m \times m$ diagonal matrix with $1 / \alpha$ in the $i$ th column and $\alpha$ in the $j$ th column. For (b), we have $U_{r}=U_{l} A$, where $A$ is an $m \times m$ triangular matrix with 1 s on the diagonal. For (c), we have $U_{r}=U_{l} A$, where $A$ is an $m \times m$ permutation matrix with one of its 1 s replaced by -1 . In all three cases, $\operatorname{det}(A)= \pm 1$, and the result follows.

For computational purposes, it is often convenient to use the basis

$$
\begin{equation*}
\mathbf{e}_{i_{1}} \wedge \mathbf{e}_{i_{2}} \wedge \cdots \wedge \mathbf{e}_{i_{m}}, \quad 1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq N \tag{1.21}
\end{equation*}
$$

for $\wedge_{m}\left(\mathbb{R}^{N}\right)$. Specifying that the $m$-vectors in (1.21) are orthonormal induces the standard inner product on $\Lambda_{m}\left(\mathbb{R}^{N}\right)$. The exterior product (sometimes called the wedge product)

$$
\wedge: \wedge_{\ell}\left(\mathbb{R}^{N}\right) \times \wedge_{m}\left(\mathbb{R}^{N}\right) \rightarrow \Lambda_{\ell+m}\left(\mathbb{R}^{N}\right)
$$

is an anti-commutative, multilinear multiplication. Any linear $F: \mathbb{R}^{N} \rightarrow \mathbb{R}^{P}$ extends to a linear map $F_{m}: \Lambda_{m}\left(\mathbb{R}^{N}\right) \rightarrow \Lambda_{m}\left(\mathbb{R}^{P}\right)$ by defining

$$
F_{m}\left(u_{1} \wedge u_{2} \wedge \cdots \wedge u_{m}\right)=F\left(u_{1}\right) \wedge F\left(u_{2}\right) \wedge \cdots \wedge F\left(u_{m}\right)
$$

### 1.5 The Hausdorff Distance and Steiner Symmetrization

Consider the collection $\mathcal{P}\left(\mathbb{R}^{N}\right)$ of all subsets of $\mathbb{R}^{N}$. It is often useful, especially in geometric applications, to have a metric on $\mathcal{P}\left(\mathbb{R}^{N}\right)$. In this section


Figure 1.1: The Hausdorff distance.
we address methods for achieving this end. In Definition 1.2.12, we defined $\operatorname{dist}(A, B)$ for subsets $A, B$ of a metric space; unfortunately, this function need not satisfy the triangle inequality. Also, in practice, $\mathcal{P}\left(\mathbb{R}^{N}\right)$ (the entire power set of $\mathbb{R}^{N}$ ) is probably too large a collection of objects to have a reasonable and useful metric topology (see [Dug 66; Section IX.9] for several characterizations of metrizability). With these considerations in mind, we shall restrict attention to the collection of nonempty, bounded subsets of $\mathbb{R}^{N}$. We have:

Definition 1.5.1 Let $S$ and $T$ be nonempty, bounded subsets of $\mathbb{R}^{N}$. We set

$$
\begin{aligned}
\operatorname{HD}(A, B) & =\max \left\{\sup _{a \in A} \operatorname{dist}(a, B), \sup _{b \in B} \operatorname{dist}(A, b)\right\} \\
& =\sup _{x \in \mathbb{R}^{N}}|\operatorname{dist}(x, A)-\operatorname{dist}(x, B)|
\end{aligned}
$$

This function is called the Hausdorff distance.
Notice that $\mathrm{HD}(S, T)=\mathrm{HD}(\bar{S}, T)=\operatorname{HD}(S, \bar{T})=\mathrm{HD}(\bar{S}, \bar{T})$, so we further restrict our attention to the collection of nonempty sets that are both closed and bounded (i.e., compact) subsets of $\mathbb{R}^{N}$. For convenience, in this section, we will use $\mathcal{B}$ to denote the collection of nonempty, compact subsets of $\mathbb{R}^{N}$.

In Figure 1.1, if we let $d$ denote the distance from a point on the left to the line segment on the right, then every point in the line segment is within distance $\sqrt{d^{2}+(\epsilon / 2)^{2}}$ of one of the points on the left-and that bound is sharp. Thus we see that $\operatorname{HD}(S, T)=\sqrt{d^{2}+(\epsilon / 2)^{2}}$.
Lemma 1.5.2 Let $S, T \in \mathcal{B}$. Then there are points $s \in S$ and $t \in T$ such that $\operatorname{HD}(S, T)=|s-t|$.

We leave the proof as an exercise for the reader.
Proposition 1.5.3 The function HD is a metric on $\mathcal{B}$.
Proof. Clearly HD $\geq 0$ and, if $S=T$, then $\operatorname{HD}(S, T)=0$.
Conversely, if $\mathrm{HD}(S, T)=0$ then let $s \in S$. By definition, there are points $t_{j} \in T$ such that $\left|s-t_{j}\right| \rightarrow 0$. Since $T$ is compact, we may select a subsequence $\left\{t_{j_{k}}\right\}$ such that $t_{j_{k}} \rightarrow s$. Again, since $T$ is compact, we then conclude that $s \in T$. Hence $S \subset T$. Similar reasoning shows that $T \subset S$. Hence $S=T$.

Finally we come to the triangle inequality. Let $S, T, U \in \mathcal{B}$. Let $s \in$ $S, t \in T, u \in U$. Then we have

$$
\begin{aligned}
|s-u| & \leq|s-t|+|t-u| \\
& \Downarrow \\
\operatorname{dist}(S, u) & \leq|s-t|+|t-u| \\
& \Downarrow \\
\operatorname{dist}(S, u) & \leq \operatorname{dist}(S, t)+|t-u| \\
& \Downarrow \\
\operatorname{dist}(S, u) & \leq \operatorname{HD}(S, T)+|t-u| \\
& \Downarrow \\
\operatorname{dist}(S, u) & \leq \operatorname{HD}(S, T)+\operatorname{dist}(T, u) \\
& \Downarrow \\
\operatorname{dist}(S, u) & \leq \operatorname{HD}(S, T)+\sup _{u \in U} \operatorname{dist}(T, u) \\
& \Downarrow \\
\sup \operatorname{dist}(S, u) & \leq \operatorname{HD}(S, T)+\sup _{u \in U} \operatorname{dist}(T, u) .
\end{aligned}
$$

By symmetry, we have

$$
\sup _{s \in S} \operatorname{dist}(U, s) \leq \operatorname{HD}(U, T)+\sup _{s \in S} \operatorname{dist}(T, s)
$$

and thus

$$
\begin{aligned}
\max & \left\{\sup _{u \in U} \operatorname{dist}(S, u), \sup _{s \in S} \operatorname{dist}(U, s)\right\} \\
& \leq \max \left\{\operatorname{HD}(S, T)+\sup _{u \in U} \operatorname{dist}(T, u), \operatorname{HD}(U, T)+\sup _{s \in S} \operatorname{dist}(T, s)\right\} .
\end{aligned}
$$

We conclude that

$$
\mathrm{HD}(U, S) \leq \operatorname{HD}(U, T)+\operatorname{HD}(T, S)
$$

There are fundamental questions concerning completeness, compactness, etc. that we need to ask about any metric space.

Theorem 1.5.4 The metric space ( $\mathcal{B}, \mathrm{HD}$ ) is complete.
Proof. Let $\left\{S_{j}\right\}$ be a Cauchy sequence in the metric space ( $\mathcal{B}, \mathrm{HD}$ ). We seek an element $S \in \mathcal{B}$ such that $S_{j} \rightarrow S$.

Elementary estimates, as in any metric space, show that the elements $S_{j}$ are all contained in a common ball $B(0, R)$. We set $S$ equal to

$$
\bigcap_{j=1}^{\infty}\left(\overline{\bigcup_{\ell=j}^{\infty} S_{\ell}}\right)
$$

Then $S$ is nonempty, closed, and bounded, so it is an element of $\mathcal{B}$.
To see that $S_{j} \rightarrow S$, select $\epsilon>0$. Choose $J$ large enough so that if $j, k \geq J$ then $\operatorname{HD}\left(S_{j}, S_{k}\right)<\epsilon$. For $m>J$ set $T_{m}=\cup_{\ell=J}^{m} S_{\ell}$. Then it follows from the definition, and from Proposition 1.5.3, that $\operatorname{HD}\left(S_{J}, T_{m}\right)<\epsilon$ for every $m>J$. Therefore, with $U_{p}=\overline{\cup_{\ell=p}^{\infty} S_{\ell}}$ for every $p>J$, it follows that $\operatorname{HD}\left(S_{J}, U_{p}\right) \leq \epsilon$.

We conclude that that $\operatorname{HD}\left(S_{J}, \cap_{p=J+1}^{K} U_{p}\right) \leq \epsilon$. Hence, by the continuity of the distance, $\mathrm{HD}\left(S_{J}, S\right) \leq \epsilon$. That is what we wished to prove.

As a corollary of the proof of Theorem 1.5.4 we obtain the following:
Corollary 1.5.5 Let $\left\{S_{j}\right\}$ be a sequence of elements of $\mathcal{B}$. Suppose that $S_{j} \rightarrow S$ in the Hausdorff metric. Then

$$
\mathcal{L}^{n}(S) \geq \limsup _{j \rightarrow \infty} \mathcal{L}^{n}\left(S_{j}\right)
$$

The next theorem informs us of a seminal fact regarding the Hausdorff distance topology.

Theorem 1.5.6 The set of nonempty compact subsets of $\mathbb{R}^{N}$ with the Hausdorff distance topology is boundedly compact, i.e., any bounded sequence has a subsequence that converges to a compact set.

Proof. Let $A_{1}, A_{2}, \ldots$ be a bounded sequence in the Hausdorff distance. We may assume without loss of generality that each $A_{i}$ is a subset of the closed unit $N$-cube, $C_{0}$.

We will use an inductive construction and a diagonalization argument. Let $A_{0, i}=A_{i}$ for $i=1,2, \ldots$. For each $k \geq 1$, the sequence $A_{k, i}, i=1,2, \ldots$, will be a subsequence of the preceding sequence $A_{k-1, i}, i=1,2, \ldots$. Also, we will construct sets $C_{0} \supset C_{1} \supset \ldots$ inductively. Each $C_{k}$ will be the union of a set of subcubes of the unit cube. The first set in this sequence is the unit cube itself $C_{0}$. For each $k=0,1, \ldots$, the sequence $A_{k, i}, i=1,2, \ldots$, and the set $C_{k}$ are to have the properties that

$$
\begin{equation*}
C_{k} \cap A_{k, i} \neq \emptyset \quad \text { holds for } i=1,2, \ldots \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{k, i} \subset C_{k} \text { holds for all sufficiently large } i \text {. } \tag{1.23}
\end{equation*}
$$

It is clear that (1.22) and (1.23) are satisfied when $k=0$.
Assume $A_{k-1, i}, i=1,2, \ldots$ and $C_{k-1}$ have been defined so that

$$
C_{k-1} \cap A_{k-1, i} \neq \emptyset \quad \text { holds for } i=1,2, \ldots
$$

and

$$
A_{k-1, i} \subset C_{k-1} \quad \text { holds for all sufficiently large } i \text {. }
$$

For each integer $k \geq 1$, subdivide the unit $N$-cube into $2^{k N}$ congruent subcubes of side-length $2^{-k}$. We let $\mathcal{C}_{k}$ be the collection of subcubes of side-length $2^{-k}$ which are subsets of $C_{k-1}$. A subcollection, $\mathcal{C} \subset \mathcal{C}_{k}$, will be called admissible if there are infinitely many $i$ for which

$$
\begin{equation*}
D \cap A_{k-1, i} \neq \emptyset \quad \text { holds for all } D \in \mathcal{C} . \tag{1.24}
\end{equation*}
$$

Let $C_{k}$ be the union of a maximal admissible collection of subcubes, which is immediately seen to exist, since $\mathcal{C}_{k}$ is finite. Let $A_{k, 1}, A_{k, 2}, \ldots$ be the subsequence of $A_{k-1,1}, A_{k-1,2}, \ldots$ consisting of those $A_{k-1, i}$ for which (1.24) is true. Observe that $A_{k, i} \subset C_{k}$ holds for sufficiently large $i$, else there is another subcube which could be added to the maximal collection while maintaining admissibility.

We set

$$
C=\bigcap_{k=0}^{\infty} C_{k}
$$

and claim that $C$ is the limit in the Hausdorff distance of $A_{k, k}$ as $k \rightarrow \infty$. Of course $C$ is nonempty by the finite intersection property. Let $\epsilon>0$ be given. Clearly we can find an index $k_{0}$ such that

$$
C_{k_{0}} \subset\{x: \operatorname{dist}(x, C)<\epsilon\} .
$$

There is a number $i_{0}$ such that for $i \geq i_{0}$ we have

$$
A_{k_{0}, i} \subset C_{k_{0}} \subset\{x: \operatorname{dist}(x, C)<\epsilon\} .
$$

So, for $k \geq k_{0}+i_{0}$, we know that

$$
A_{k, k} \subset\{x: \operatorname{dist}(x, C)<\epsilon\}
$$

holds. We let $k_{1} \geq k_{0}+i_{0}$ be such that

$$
\sqrt{N} 2^{-k_{1}}<\epsilon
$$

Let $c \in C$ be arbitrary. Then $c \in C_{k_{1}}$ so there is some cube, $D$, of side-length $2^{-k_{1}}$ containing $c$ and for which

$$
D \cap A_{k_{1}, i} \neq \emptyset
$$

holds for all $i$. But then if $k \geq k_{1}$, we have $D \cap A_{k, k} \neq \emptyset$, so

$$
\operatorname{dist}\left(c, A_{k, k}\right) \leq \sqrt{N} s^{-k}<\epsilon
$$

It follows that $\mathrm{HD}\left(C, A_{k, k}\right)<\epsilon$ holds for all $k \geq k_{1}$.
Next we give two more useful facts about the Hausdorff distance topology.
Definition 1.5.7 A subset $C$ of a vector space is convex if for $x, y \in C$ and $0 \leq t \leq 1$ we have

$$
(1-t) x+t y \in C
$$

Proposition 1.5.8 Let $\mathcal{C}$ be the collection of all closed, bounded, convex sets in $\mathbb{R}^{N}$. Then $\mathcal{C}$ is a closed subset of the metric space $(\mathcal{B}, \mathrm{HD})$.

Proof. There are several amusing ways to prove this assertion. One is by contradiction. If $\left\{S_{j}\right\}$ is a convergent sequence in $\mathcal{C}$, then let $S \in B$ be its limit. If $S$ does not lie in $\mathcal{C}$ then $S$ is not convex. Thus there is a segment $\ell$ with endpoints lying in $S$ but with some interior point $p$ not in $S$.

Let $\epsilon>0$ be selected so that the open ball $U(p, \epsilon)$ does not lie in $S$. Let $a, b$ be the endpoints of $\ell$. Choose $j$ so large that $\operatorname{HD}\left(S_{j}, S\right)<\epsilon / 2$. For such $j$, there exist points $a_{j}, b_{j} \in S_{j}$ such that $\left|a_{j}-a\right|<\epsilon / 3$ and $\left|b_{j}-b\right|<\epsilon / 3$. But then each point $c_{j}(t) \equiv(1-t) a_{j}+t b_{j}$ has distance less than $\epsilon / 3$ from $c(t) \equiv(1-t) a+t b, 0 \leq t \leq 1$. In particular, there is a point $p_{j}$ on the line segment $\ell_{j}$ connecting $a_{j}$ to $b_{j}$ such that $\left|p_{j}-p\right|<\epsilon / 3$. Noting that $p_{j}$ must lie in $S_{j}$, we see that we have contradicted our statement about $U(p, \epsilon)$. Therefore $S$ must be convex.

Proposition 1.5.9 Let $\left\{S_{j}\right\}$ be a sequence of elements of $\mathcal{B}$, each of which is connected. Suppose that $S_{j} \rightarrow S$ in the Hausdorff metric. Then $S$ must be connected.

Proof. Suppose not. Then $S$ is disconnected. So we may write $S=A \cup B$ with each of $A$ and $B$ closed and nonempty and $A \cap B=\emptyset$. Then there is a number $\eta>0$ such that if $a \in A$ and $b \in B$ then $|a-b|>\eta$.

Choose $j$ so large that $\operatorname{HD}\left(S_{j}, S\right)<\eta / 3$. Define

$$
A_{j}=\left\{s \in S_{j}: \operatorname{dist}(s, A) \leq \eta / 3\right\} \quad \text { and } \quad B_{j}=\left\{s \in S_{j}: \operatorname{dist}(s, B) \leq \eta / 3\right\}
$$

Clearly $A_{j} \cap B_{j}=\emptyset$ and $A_{j}, B_{j}$ are closed and nonempty. Moreover, $A_{j} \cup B_{j}=$ $S_{j}$. That contradicts the connectedness of $S_{j}$ and completes the proof.

Remark 1.5 .10 It is certainly possible to have totally disconnected sets $E_{j}$, $j=1,2, \ldots$, such that $E_{j} \rightarrow E$ as $j \rightarrow \infty$ and $E$ is connected (exercise).

Now we turn to a new arena in which the Hausdorff distance is applicable.
Definition 1.5.11 Let $V$ be an $(N-1)$-dimensional vector subspace of $\mathbb{R}^{N}$. Steiner symmetrization ${ }^{20}$ with respect to $V$ is the operation that associates with each bounded subset $T$ of $\mathbb{R}^{N}$ the subset $\widetilde{T}$ of $\mathbb{R}^{N}$ having the property that, for each straight line $\ell$ perpendicular to $V, \ell \cap \widetilde{T}$ is a closed line segment with center in $V$ or is empty and the conditions

$$
\begin{equation*}
\mathcal{L}^{1}(\ell \cap \widetilde{T})=\mathcal{L}^{1}(\ell \cap T) \tag{1.25}
\end{equation*}
$$

and

$$
\ell \cap \widetilde{T}=\emptyset \quad \text { if and only if } \quad \ell \cap T=\emptyset
$$

hold, where, in (1.25), $\mathcal{L}^{1}$ means the Lebesgue measure resulting from isometrically identifying the line $\ell$ with $\mathbb{R}$.
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Figure 1.2: Steiner symmetrization.

In Figure $1.2, B$ is the Steiner symmetrization of $A$ with respect to the line $L$.

Steiner used symmetrization to give a proof of the Isoperimetric Theorem that he presented to the Berlin Academy of Science in 1836 (see [Str 36]). The results in the remainder of this section document a number of aspects of the behavior of Steiner symmetrization.

Proposition 1.5.12 If $T$ is a bounded $\mathcal{L}^{N}$-measurable subset of $\mathbb{R}^{N}$ and if $S$ is obtained from $T$ by Steiner symmetrization, then $S$ is $\mathcal{L}^{N}$-measurable and

$$
\mathcal{L}^{N}(T)=\mathcal{L}^{N}(S) .
$$

Proof. This is a consequence of Fubini's theorem.

Lemma 1.5.13 Fix $0<M<\infty$. If $A$ and $A_{1}, A_{2}, \ldots$ are closed subsets of $\mathbb{R}^{N} \cap \overline{\mathbb{B}}(0, M)$ such that

$$
\bigcap_{i_{0}=1}^{\infty} \overline{\left[\bigcup_{i=i_{0}}^{\infty} A_{i}\right]} \subset A
$$

then

$$
\limsup _{i} \mathcal{L}^{N}\left(A_{i}\right) \leq \mathcal{L}^{N}(A)
$$

Proof. Let $\epsilon>0$ be arbitrary. Then there exists an open set $U$ with $A \subset U$ and

$$
\mathcal{L}^{N}(U) \leq \mathcal{L}^{N}(A)+\epsilon
$$

A routine argument shows that, for all sufficiently large $i, A_{i} \subset U$. It follows that

$$
\limsup _{i} \mathcal{L}^{N}\left(A_{i}\right) \leq \mathcal{L}^{N}(U)
$$

and the fact that $\epsilon$ was arbitrary implies the lemma.

Proposition 1.5.14 If $T$ is a compact subset of $\mathbb{R}^{N}$ and if $S$ is obtained from $T$ by Steiner symmetrization, then $S$ is compact.

Proof. Let $V$ be an $(N-1)$-dimensional vector subspace of $\mathbb{R}^{N}$, and suppose that $S$ is the result of Steiner symmetrization of $T$ with respect to $V$. It is clear that the boundedness of $T$ implies the boundedness of $S$. To see that $S$ is closed, consider any sequence of points $p_{1}, p_{2}, \ldots$ in $S$ that converges to some point $p$. Each $p_{i}$ lies in a line $\ell_{i}$ perpendicular to $V$, and we know that

$$
\operatorname{dist}\left(p_{i}, V\right) \leq \frac{1}{2} \mathcal{L}^{1}\left(\ell_{i} \cap S\right)=\frac{1}{2} \mathcal{L}^{1}\left(\ell_{i} \cap T\right)
$$

We also know that the line perpendicular to $V$ and containing $p$ must be the limit of the sequence of lines $\ell_{1}, \ell_{2}, \ldots$. Further, we know that

$$
\operatorname{dist}(p, V)=\lim _{i \rightarrow \infty} \operatorname{dist}\left(p_{i}, V\right)
$$

The inequality

$$
\begin{equation*}
\limsup _{i} \mathcal{L}^{1}\left(\ell_{i} \cap T\right) \leq \mathcal{L}^{1}(\ell \cap T) \tag{1.26}
\end{equation*}
$$

would allow us to conclude that

$$
\operatorname{dist}(p, V)=\lim _{i \rightarrow \infty} \operatorname{dist}\left(p_{i}, V\right) \leq \frac{1}{2} \limsup _{i \rightarrow \infty} \mathcal{L}^{1}\left(\ell_{i} \cap T\right) \leq \frac{1}{2} \mathcal{L}^{1}(\ell \cap T)
$$

and thus that $p \in S$.
To obtain the inequality (1.26), we let $q_{i}$ be the vector parallel to $V$ that translates $\ell_{i}$ to $\ell$, and apply Lemma 1.5.13, with $N$ replaced by 1 and with $\ell$ identified with $\mathbb{R}$, to the sets $A_{i}=\tau_{q_{i}}\left(\ell_{i} \cap T\right)$, which are the translates of the sets $\ell_{i} \cap T$. We can take $A=\ell \cap T$, because $T$ is closed.

Proposition 1.5.15 If $T$ is a bounded, convex subset of $\mathbb{R}^{N}$ and $S$ is obtained from $T$ by Steiner symmetrization, then $S$ is also a convex set.

Proof. Let $V$ be an $(N-1)$-dimensional vector subspace of $\mathbb{R}^{N}$, and suppose that $S$ is the result of Steiner symmetrization of $T$ with respect to $V$. Let $x$ and $y$ be two points of $S$. We let $x^{\prime}$ and $y^{\prime}$ denote the points obtained from $x$ and $y$ by reflection through the hyperplane $V$. Also, let $\ell_{x}$ and $\ell_{y}$ denote the lines perpendicular to $V$ and passing through the points $x$ and $y$, respectively. By the definition of the Steiner symmetrization and the convexity of $T$, we see that $\ell_{x} \cap T$ must contain a line segment, say from $p_{x}$ to $q_{x}$, of length at least $\operatorname{dist}\left(x, x^{\prime}\right)$. Likewise, $\ell_{y} \cap T$ contains a line segment from $p_{y}$ to $q_{y}$ of length at least $\operatorname{dist}\left(y, y^{\prime}\right)$. The convex hull of the four points $p_{x}, q_{x}, p_{y}, q_{y}$ is a trapezoid, $Q$, which is a subset of $T$.

We claim that the trapezoid, $Q^{\prime}$, which is the convex hull of $x, x^{\prime}, y, y^{\prime}$ must be contained in $S$. Let $x^{\prime \prime}$ be the point of intersection of $\ell_{x}$ and $V$. Similarly, define $y^{\prime \prime}$ to be the intersection of $\ell_{y}$ and $V$. For any $0 \leq \tau \leq 1$, the line $\ell^{\prime \prime}$ perpendicular to $V$ and passing through

$$
(1-\tau) x^{\prime \prime}+\tau y^{\prime \prime}
$$

intersects the trapezoid $Q \subset T$ in a line segment of length

$$
\begin{equation*}
(1-\tau) \operatorname{dist}\left(p_{x}, q_{x}\right)+\tau \operatorname{dist}\left(p_{y}, q_{y}\right) \tag{1.27}
\end{equation*}
$$

and it intersects the trapezoid $Q^{\prime}$ in a line segment, centered about $V$, of length

$$
\begin{equation*}
(1-\tau) \operatorname{dist}\left(x, x^{\prime}\right)+\tau \operatorname{dist}\left(y, y^{\prime}\right) \tag{1.28}
\end{equation*}
$$

But $S$ must contain a closed line segment of $\ell^{\prime \prime}$, centered about $V$, of length at least (1.27). Since (1.27) is at least as large as (1.28), we see that

$$
\ell^{\prime \prime} \cap Q^{\prime} \subset \ell^{\prime \prime} \cap S
$$

Since the choice of $0 \leq \tau \leq 1$ was arbitrary we conclude that $Q^{\prime} \subset S$. In particular, the line segment from $x$ to $y$ is contained in $Q^{\prime}$ and thus in $S$.

The power of Steiner symmetrization obtains from the following theorem.
Theorem 1.5.16 Suppose that $\mathcal{C}$ is a nonempty family of nonempty compact subsets of $\mathbb{R}^{N}$ that is closed in the Hausdorff distance topology and that is closed under the operation of Steiner symmetrization with respect to any ( $N-1$ )-dimensional vector subspace of $\mathbb{R}^{N}$. Then $\mathcal{C}$ contains a closed ball (possibly of radius 0) centered at the origin.

Proof. Let $\mathcal{C}$ be such a family of compact subsets of $\mathbb{R}^{N}$ and set

$$
r=\inf \{s: \text { there exists } T \in \mathcal{C} \text { with } T \subset \overline{\mathbb{B}}(0, s)\}
$$

If $r=0$, we are done, so we may assume $r>0$. By Theorem 1.5.6, any uniformly bounded family of nonempty compact sets is compact in the Hausdorff distance topology, so we can suppose there exists a $T \in \mathcal{C}$ with $T \subset \overline{\mathbb{B}}(0, r)$.

We claim that $T=\overline{\mathbb{B}}(0, r)$. If not, there exists $p \in \overline{\mathbb{B}}(0, r)$ and $\epsilon>0$, such that $T \subset \overline{\mathbb{B}}(0, r) \backslash \mathbb{B}(p, \epsilon)$. Suppose $T_{1}$ is the result of Steiner symmetrization of $T$ with respect to any arbitrarily chosen $(N-1)$-dimensional vector subspace $V$. Let $\ell$ be the line perpendicular to $V$ and passing through $p$. For any line $\ell^{\prime}$ parallel to $\ell$ and at distance less than $\epsilon$ from $\ell$, the Lebesgue measure of the intersection of $\ell^{\prime}$ with $T$ must be strictly less than the length of the intersection of $\ell^{\prime}$ with $\overline{\mathbb{B}}(0, r)$, so the intersection of $\ell^{\prime}$ with $\partial \overline{\mathbb{B}}(0, r)$ is not in $T_{1}$. We conclude that if $p_{1}$ is either one of the points of intersection of the sphere of radius $r$ about the origin with the line $\ell$, then

$$
\mathbb{B}\left(p_{1}, \epsilon\right) \cap \partial \overline{\mathbb{B}}(0, r) \cap T_{1}=\emptyset
$$

Choose a finite set of distinct additional points $p_{2}, p_{3}, \ldots, p_{k}$ such that

$$
\partial \overline{\mathbb{B}}(0, r) \subset \cup_{i=1}^{k} \mathbb{B}\left(p_{i}, \epsilon\right)
$$

For $i=1,2, \ldots, k-1$, let $T_{i+1}$ be the result of Steiner symmetrization of $T_{i}$ with respect to the $(N-1)$-dimensional vector subspace perpendicular to the line through $p_{i}$ and $p_{i+1}$. By the lemma it follows that

$$
\mathbb{B}\left(p_{i}, \epsilon\right) \cap \partial \overline{\mathbb{B}}(0, r) \cap T_{j}=\emptyset
$$

holds for $i \leq j \leq k$. Thus we have

$$
T_{k} \cap \partial \overline{\mathbb{B}}(0, r)=\emptyset,
$$

so

$$
T_{k} \subset \overline{\mathbb{B}}(0, s)
$$

holds for some $s<r$, a contradiction.

### 1.6 Borel and Suslin Sets

In this section, we discuss the Borel and Suslin sets. The goal of the section is to show that, for all reasonable measures on Euclidean space, the continuous images of Borel sets are measurable sets (Corollary 1.6.19). This result is based on three facts: Every Borel set is a Suslin set (Theorem 1.6.9), the continuous image of a Suslin set is a Suslin set (Theorem 1.6.12), and all Suslin sets are measurable (Corollary 1.6.18).

While it is also of interest to know that there exists a Suslin set that is not a Borel set, we will not use that result. We refer the interested reader to [Fed 69; 2.2.11], [Hau 62; Section 33], or [Jec 78; Section 39].

## Construction of the Borel Sets

In Section 1.2.1 we defined the Borel sets in a topological space to be the members of the smallest $\sigma$-algebra that includes all the open sets. The virtue of this definition is its efficiency, but the price we pay for that efficiency is the absence of a mechanism for constructing all the Borel sets. In this section, we will provide that constructive definition of the Borel sets.

For definiteness we work on $\mathbb{R}^{N}$. We will use transfinite induction over the smallest uncountable ordinal $\omega_{1}$ (see Appendix A. 1 for a brief introduction to transfinite induction) to define families of sets $\Sigma_{\alpha}^{0}$ and $\Pi_{\alpha}^{0}$, for $\alpha<\omega_{1}$. For us, the superscript 0s are superfluous, but we include them since they are typically used in descriptive set theory.

Definition 1.6.1 Set

$$
\begin{aligned}
& \Sigma_{1}^{0}=\text { the family of all open sets in } \mathbb{R}^{N} \\
& \Pi_{1}^{0}=\text { the family of all closed sets in } \mathbb{R}^{N} .
\end{aligned}
$$

If $\alpha<\omega_{1}$, and $\Sigma_{\beta}^{0}$ and $\Pi_{\beta}^{0}$ have been defined for all $\beta<\alpha$, then set

$$
\begin{align*}
& \Sigma_{\alpha}^{0}=\text { the family of sets of the form } \\
& \qquad A=\bigcup_{i=1}^{\infty} A_{i}, \text { where each } A_{i} \in \Pi_{\beta}^{0} \text { for some } \beta<\alpha,  \tag{1.29}\\
& \Pi_{\alpha}^{0}=\text { the family of sets of the form } \mathbb{R}^{N} \backslash A \text { for } A \in \Sigma_{\alpha}^{0} . \tag{1.30}
\end{align*}
$$

Since the complement of a union is the intersection of the complements, we see that we can also write

$$
\begin{align*}
& \Pi_{\alpha}^{0}=\text { the family of sets of the form } \\
& \qquad A=\bigcap_{i=1}^{\infty} A_{i}, \text { where each } A_{i} \in \Sigma_{\beta}^{0} \text { for some } \beta<\alpha . \tag{1.31}
\end{align*}
$$

By transfinite induction over $\omega_{1}$, we see that, for $\alpha<\omega_{1}$, all the elements of $\Sigma_{\alpha}^{0}$ and $\Pi_{\alpha}^{0}$ are Borel sets.

Lemma 1.6.2 If $1 \leq \beta<\alpha<\omega_{1}$, then

$$
\Sigma_{\beta}^{0} \subseteq \Pi_{\alpha}^{0}, \quad \Pi_{\beta}^{0} \subseteq \Sigma_{\alpha}^{0}, \quad \Sigma_{\beta}^{0} \subseteq \Sigma_{\alpha}^{0}, \quad \Pi_{\beta}^{0} \subseteq \Pi_{\alpha}^{0}
$$

hold.
Proof. By (1.29) and (1.31), we see that $\Sigma_{\beta}^{0} \subseteq \Pi_{\alpha}^{0}$ and $\Pi_{\beta}^{0} \subseteq \Sigma_{\alpha}^{0}$ hold whenever $1 \leq \beta<\alpha<\omega_{1}$.

Every open set is a countable union of closed sets, so $\Sigma_{1}^{0} \subseteq \Sigma_{2}^{0}$ holds. Consequently, we also have $\Pi_{1}^{0} \subseteq \Pi_{2}^{0}$. Since $\Sigma_{1}^{0} \subseteq \Pi_{2}^{0} \subseteq \Sigma_{\alpha}^{0}$ holds whenever $2<\alpha$ and since $\Pi_{1}^{0} \subseteq \Sigma_{2}^{0}$ holds, we have $\Sigma_{1}^{0} \subseteq \Sigma_{\alpha}^{0}$ and $\Pi_{1}^{0} \subseteq \Pi_{\alpha}^{0}$ for all $1<\alpha<\omega_{1}$.

Next consider $1 \leq \beta<\alpha<\omega_{1}$. Suppose $\Sigma_{\gamma}^{0} \subseteq \Sigma_{\alpha}^{0}$ and $\Pi_{\gamma}^{0} \subseteq \Pi_{\alpha}^{0}$ hold whenever $\gamma<\beta$. Any set $A \in \Sigma_{\beta}^{0}$ must be of the form $A=\cup_{i=1}^{\infty} A_{i}$ with each $A_{i} \in \Pi_{\gamma}^{0}$ for some $\gamma<\beta$. Then since $\beta<\alpha$ we see that $A \in \Sigma_{\alpha}^{0}$. Thus $\Sigma_{\beta}^{0} \subseteq \Sigma_{\alpha}^{0}$. Similarly, we have $\Pi_{\beta}^{0} \subseteq \Pi_{\alpha}^{0}$.

Corollary 1.6.3 We have

$$
\begin{equation*}
\bigcup_{\alpha<\omega_{1}} \Sigma_{\alpha}^{0}=\bigcup_{\alpha<\omega_{1}} \Pi_{\alpha}^{0} \tag{1.32}
\end{equation*}
$$

Theorem 1.6.4 The family of sets in (1.32) is the $\sigma$-algebra of Borel subsets of $\mathbb{R}^{N}$.

Proof. Let $\mathcal{B}$ denote the family of sets in (1.32). To see that $\mathcal{B}$ is closed under countable unions, suppose we are given $A_{1}, A_{2}, \ldots$ in $\mathcal{B}$. Considering the lefthand side of (1.32), we see that, for each $i$, there is $\alpha_{i}<\omega_{1}$ such that $A_{i} \in$ $\Sigma_{\alpha_{i}}^{0}$. Since the sequence $\alpha_{1}, \alpha_{2}, \ldots$ is countable, but $\omega_{1}$ is uncountable, there
is $\alpha^{*}<\omega_{1}$ with $\alpha_{i}<\alpha^{*}$ for all $i$ (see By Lemma A.1.4). We conclude that $\cup_{i=1}^{\infty} A_{i} \in \Sigma_{\alpha^{*}}$. Thus, $\mathcal{B}$ is closed under countable unions. We argue similarly to see that $\mathcal{B}$ is closed under countable intersections and complements.

Because in the definition of $\Pi_{\alpha}^{0}$ equation (1.30) can be replaced by (1.31), Theorem 1.6.4 has the following corollary.

Corollary 1.6.5 The family of Borel sets in $\mathbb{R}^{N}$ is the smallest family of sets, containing the open sets, that is closed under countable unions and countable intersections. Likewise, the family of Borel sets in $\mathbb{R}^{N}$ is the smallest family of sets, containing the closed sets, that is closed under countable unions and countable intersections.

## Suslin Sets

We let $\mathbb{N}$ denote the set of natural numbers, that is, $\mathbb{N}=\{0,1, \ldots\}$. The positive integers will be denoted by $\mathbb{N}^{+}$. We let $\widetilde{\mathcal{N}}$ denote the set of all finite sequences of positive integers and we let $\mathcal{N}$ denote the set of all infinite sequences of positive integers, so

$$
\begin{aligned}
\widetilde{\mathcal{N}} & =\left\{\left(n_{1}, n_{2}, \ldots, n_{k}\right): k \in \mathbb{N}^{+}, n_{i} \in \mathbb{N}^{+} \text {for } i=1,2, \ldots, k\right\} \\
\mathcal{N} & =\left\{\left(n_{1}, n_{2}, \ldots\right): n_{i} \in \mathbb{N}^{+} \text {for } i=1,2, \ldots\right\}
\end{aligned}
$$

Definition 1.6.6 Let $\mathcal{M}$ be a collection of subsets of a set $X$. Suppose that there is a set $M_{n_{1}, n_{2}, \ldots, n_{k}} \in \mathcal{M}$ associated with every finite sequence of positive integers. We can represent this relation as a function $\nu: \widetilde{\mathcal{N}} \rightarrow \mathcal{M}$ defined by

$$
\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu}{\longmapsto} M_{n_{1}, n_{2}, \ldots, n_{k}} .
$$

Such a function $\nu$ is called a determining system in $\mathcal{M}$. Associated with the determining system $\nu$ is the set called the nucleus of $\nu$ denoted by $\mathrm{N}(\nu)$ and defined by

$$
\mathrm{N}(\nu)=\bigcup_{\substack{n \in \mathcal{N} \\ n=\left(n_{1}, n_{2}, \ldots\right)}}\left(M_{n_{1}} \cap M_{n_{1}, n_{2}} \cap \cdots \cap M_{n_{1}, n_{2}, \ldots, n_{k}} \cap \cdots\right)
$$

We will say that $\mathrm{N}(\nu)$ is a Suslin set generated by $\mathcal{M} ; \mathrm{N}(\nu)$ is also called the result of Suslin's operation (A) applied to $\nu$. The family of all Suslin sets generated by $\mathcal{M}$ will be denoted by $\mathcal{M}_{(\mathrm{A})}$.

By the Suslin sets in a topological space we mean the Suslin sets generated by the family of closed sets.

Since $\mathcal{N}$ has the same cardinality as the real numbers, we see that the nucleus is formed by an uncountable union of countable intersections of sets in $\mathcal{M}$. We might expect that operation (A) could be extremely powerful, but at the outset it is not immediately clear what can be done with the operation. The next proposition tells us that operation (A) is at least as powerful as those used to form the Borel sets.

Proposition 1.6.7 Suppose $A_{1}, A_{2}, \ldots \in \mathcal{M}$, then there exist determining systems $\nu_{U}$ and $\nu_{I}$ such that

$$
\mathrm{N}\left(\nu_{U}\right)=\bigcup_{i=1}^{\infty} A_{i} \quad \text { and } \quad \mathrm{N}\left(\nu_{I}\right)=\bigcap_{i=1}^{\infty} A_{i} .
$$

Proof. Define $\nu_{U}$ and $\nu_{I}$ by

$$
\begin{aligned}
& \left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu_{U}}{\longmapsto} A_{n_{1}}, \\
& \left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu_{I}}{\longmapsto} A_{k} .
\end{aligned}
$$

It is easy to see that $\nu_{U}$ and $\nu_{I}$ have the desired properties.
The next theorem that tells us that repeated applications of operation (A) produce nothing that cannot be produced with only one application of the operation.

Theorem 1.6.8 If $\mathcal{M}$ is a family of sets, if $\emptyset \in \mathcal{M}$, and if $\mathcal{M}_{(\mathrm{A})}$ is the family of Suslin sets generated by $\mathcal{M}$, then any Suslin set generated by $\mathcal{M}_{(\mathrm{A})}$ is already an element of $\mathcal{M}_{(\mathrm{A})}$. Symbolically, we have

$$
\left(\mathcal{M}_{(\mathrm{A})}\right)_{(\mathrm{A})}=\mathcal{M}_{(\mathrm{A})}
$$

Proof. Let

$$
\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu}{\longmapsto} M_{n_{1}, n_{2}, \ldots, n_{k}} \in \mathcal{M}_{(\mathrm{A})}
$$

be a determining system in $\mathcal{M}_{(\mathrm{A})}$. For each $n_{1}, n_{2}, \ldots, n_{k} \in \widetilde{\mathcal{N}}$, the set $M_{n_{1}, n_{2}, \ldots, n_{k}}$ must itself be the nucleus of a determining system $\nu_{n_{1}, n_{2}, \ldots, n_{k}}$ in $\mathcal{M}$; that is,

$$
\begin{aligned}
& \left(q_{1}, q_{2}, \ldots, q_{\ell}\right) \stackrel{\nu_{n_{1}, n_{2}, \ldots, n_{k}}}{\longmapsto} M_{n_{1}, n_{2}, \ldots, n_{k}}^{q_{1}, q_{2}, \ldots, q_{\ell}} \in \mathcal{M} \\
& M_{n_{1}, n_{2}, \ldots, n_{k}}=
\end{aligned}
$$

$$
\begin{aligned}
& \bigcup_{\substack{p \in \mathcal{N} \\
q=\left(q_{1}, q_{2}, \ldots\right)}}\left(M_{n_{1}, n_{2}, \ldots, n_{k}}^{q_{1}} \cap M_{n_{1}, n_{2}, \ldots, n_{k}}^{q_{1}, q_{2}} \cap \cdots \cap M_{n_{1}, n_{2}, \ldots, n_{k}}^{q_{1}, q_{2}, \ldots, q_{\ell}} \cap \cdots\right), \\
& \mathrm{N}(\nu)=\bigcup_{\substack{n \in \mathcal{N} \\
n=\left(n_{1}, n_{2}, \ldots\right)}}\left(M_{n_{1}} \cap M_{n_{1}, n_{2}} \cap \cdots \cap M_{n_{1}, n_{2}, \ldots, n_{k}} \cap \cdots\right) .
\end{aligned}
$$

We can rewrite $\mathrm{N}(\nu)$ as the union, over all $n \in \mathcal{N}$ and over all sequences $\left\{p^{i}\right\}_{i=1}^{\infty} \subseteq \mathcal{N}$, of the sets

$$
\left.\left.\begin{array}{cccccccc} 
& \left(M_{n_{1}}^{q_{1}^{1}}\right. & \cap & M_{n_{1}}^{q_{1}^{1}, q_{2}^{1}} & \cap & \cdots & \cap & M_{n_{1}}^{q_{1}^{1}, q_{2}^{1}, \ldots, q_{\ell}^{1}} \\
& \cap & \cdots) \\
\cap & \left(M_{n_{1}, n_{2}}^{q_{1}^{2}}\right. & \cap & M_{n_{1}, n_{2}}^{q_{1}^{2}, q_{2}^{2}} & \cap & \cdots & \cap & M_{n_{1}, n_{2}}^{q_{1}^{2}, q_{2}^{2}, \ldots, q_{\ell}^{2}} \tag{1.33}
\end{array}\right) \cap \cdots\right)
$$

Notice that the set in the $k$ th row and $\ell$ th column of (1.33) is indexed by $k$ subscripts and $\ell$ superscripts. The choices of the subscripts and superscripts are constrained by the following requirements:
in any row, the list of subscripts is constant, in any row, the list of superscripts grows by concatenation, in any column, the list of subscripts grows by concatenation.

Let the prime numbers in increasing numerical order be given in the list

$$
p_{1}, p_{2}, p_{3}, \ldots
$$

We can use the list of primes to encode the information concerning the number of subscripts, the number of superscripts, and their values as follows: Set

$$
\begin{equation*}
m=p_{1}^{k} \cdot p_{2}^{\ell} \cdot p_{3}^{n_{1}} \cdot p_{4}^{n_{2}} \cdots p_{k+2}^{n_{k}} \cdot p_{k+3}^{q_{1}^{k}} \cdot p_{k+4}^{q_{2}^{k}} \cdots p_{\ell+k+2}^{q_{\ell}^{k}} . \tag{1.35}
\end{equation*}
$$

Given a positive integer $m$, the unique factorization of $m$ into prime powers determines whether or not $m$ is of the form (1.35). Certainly, not every positive integer $m$ is of the form (1.35) nor is every sequence of positive integers $m_{1}, m_{2}, \ldots$ consistent with the conditions (1.34), even if the individual numbers $m_{i}$ are of the form (1.35). But it is true that any sequence of sets in
(1.33) will give rise to a sequence of positive integers $m_{1}, m_{2}, \ldots$ of the form (1.35) that satisfies the conditions (1.34).

We now define the determining system

$$
\left(m_{1}, m_{2}, \ldots, m_{k}\right) \stackrel{\sigma}{\longmapsto} S_{m_{1}, m_{2}, \ldots, m_{k}}
$$

For each positive integer $m$, set

$$
T_{m}= \begin{cases}S_{n_{1}, n_{2}, \ldots, n_{k}}^{q_{1}^{k}, q_{2}^{k}, \ldots, q^{k}} & \text { if } m \text { is of the form (1.35) } \\ \emptyset & \text { otherwise }\end{cases}
$$

Then, for the sequence of positive integers $m_{1}, m_{2}, \ldots$, set

$$
S_{m_{1}, m_{2}, \ldots, m_{k}}= \begin{cases}T_{m_{1}} \cap T_{m_{2}} \cap \cdots \cap T_{m_{k}} & \text { if (1.34) is not violated, } \\ \emptyset & \text { otherwise. }\end{cases}
$$

For $m=\left(m_{1}, m_{2}, \ldots\right) \in \mathcal{N}$, the set

$$
S_{m_{1}} \cap S_{m_{1}, m_{2}} \cap \cdots \cap S_{m_{1}, m_{2}, \ldots, m_{k}} \cap \cdots
$$

is either one of the sets in (1.33) or is the empty set. By construction, every set in (1.33) gives rise to a sequence $m=\left(m_{1}, m_{2}, \ldots\right) \in \mathcal{N}$ such that

$$
S_{m_{1}} \cap S_{m_{1}, m_{2}} \cap \cdots \cap S_{m_{1}, m_{2}, \ldots, m_{k}} \cap \cdots
$$

equals that set in (1.33). Thus we have $\mathrm{N}(\nu)=\mathrm{N}(\sigma)$.
Theorem 1.6.9 Every Borel set in $\mathbb{R}^{N}$ is a Suslin set.
Proof. By Proposition 1.6.7 and Theorem 1.6.8, the collection of Suslin sets is closed under countable unions and countable intersections. Thus by Corollary 1.6.5, the collection of Suslin sets contains all the Borel sets.

## Continuous Images of Suslin Sets

Suppose $f: X \rightarrow Y$ is a function from a set $X$ to a set $Y$. The inverse image of a union of sets equals the union of the inverse images and likewise the inverse image of an intersection of sets equals the intersection of the inverse images. Images of sets under functions are not as well behaved as inverse images, nonetheless we do have the following result - which is easily verified.

Proposition 1.6.10 Let $f: X \rightarrow Y$.
(1) If $\left\{A_{\alpha}\right\}_{\alpha \in I}$ is a collection of subsets of $X$, then $f\left(\cup_{\alpha \in I} A_{\alpha}\right)=\bigcup_{\alpha \in I} f\left(A_{\alpha}\right)$.
(2) If $X \supseteq A_{1} \supseteq A_{2} \supseteq \cdots$, then $f\left(\bigcap_{i=1}^{\infty} A_{i}\right) \subseteq \bigcap_{i=1}^{\infty} f\left(A_{i}\right)$ holds and strict inclusion is possible.

To obtain an equality for images of intersections, we need to look at continuous functions and decreasing sequences of compact sets.

Proposition 1.6.11 Let $X$ and $Y$ be topological spaces and let $f: X \rightarrow Y$ be continuous. If $X$ is sequentially compact, $X \supseteq C_{1} \supseteq C_{2} \supseteq \cdots$, and if each $C_{i}$ is a closed subset of $X$, then $f\left(\bigcap_{i=1}^{\infty} C_{i}\right)=\bigcap_{i=1}^{\infty} f\left(C_{i}\right)$.

Proof. By Prop 1.6.10, we need only show $\bigcap_{i=1}^{\infty} f\left(C_{i}\right) \subseteq f\left(\bigcap_{i=1}^{\infty} C_{i}\right)$, so suppose $y \in \bigcap_{i=1}^{\infty} f\left(C_{i}\right)$.

For each $i$, there is $x_{i} \in C_{i}$ with $f\left(x_{i}\right)=y$, and because the sets $C_{i}$ are decreasing, we have $x_{j} \in C_{i}$ whenever $j \geq i$.

Set $x_{0, j}=x_{j}$ for $j=1,2, \ldots$. Since $C_{1}$ is sequentially compact, there is a convergent subsequence $\left\{x_{1, j}\right\}_{j=1}^{\infty}$ of $\left\{x_{0, j}\right\}_{j=1}^{\infty}$. Arguing inductively, suppose $1 \leq i$ and that we have already constructed a convergent sequence $\left\{x_{i, j}\right\}_{j=1}^{\infty}$ that is a subsequence of $\left\{x_{h, j}\right\}_{j=1}^{\infty}$, for $0 \leq h \leq i-1$, and is such that every $x_{i, j}$ is a point of $C_{i}$, for $j=1,2, \ldots$. Since $\left\{x_{i, j}\right\}_{j=1}^{\infty}$ is a subsequence of the original sequence $\left\{x_{0, j}\right\}_{j=1}^{\infty}$, there is a $j_{*}$ so that $x_{i, j} \in C_{i+1}$ holds for all $j$ with $j_{*} \leq j$. Since $C_{i+1}$ is sequentially compact, we can select a convergent subsequence $\left\{x_{i+1, j}\right\}_{j=1}^{\infty}$ of $\left\{x_{i, j}\right\}_{j=j_{*}}^{\infty}$, and thus satisfy the induction hypotheses.

By construction, the sequence $\left\{x_{j, j}\right\}_{j=1}^{\infty}$ is convergent. Hence we have $\lim _{j \rightarrow \infty} x_{j, j} \in \bigcap_{i=1}^{\infty} C_{i}, f\left(\lim _{j \rightarrow \infty} x_{j, j}\right)=\lim _{j=1}^{\infty} f\left(x_{j, j}\right)=y$, and thus we have shown $y \in \bigcap_{i=1}^{\infty} C_{i}$.

Theorem 1.6.12 If $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ is continuous and $S \subseteq \mathbb{R}^{N}$ is a Suslin set, then $f(S)$ is a Suslin subset of $\mathbb{R}^{M}$.

Proof. Since any closed subset of $\mathbb{R}^{N}$ is a countable union of compact sets, we see that if $\mathcal{K}$ is the collection of compact subsets of $\mathbb{R}^{N}$, then $\mathcal{K}_{(\mathrm{A})}$ is the collection of Suslin sets.

Let $S \subseteq \mathbb{R}^{N}$ be a Suslin set, and let $\nu$ be a determining system in $\mathcal{K}$ such that $S=\mathrm{N}(\nu)$. Since any finite intersection of compact sets is compact, we see that the determining system $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu}{\longmapsto} K_{n_{1}, n_{2}, \ldots, n_{k}}$ has the same
nucleus as the determining system $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\widetilde{\nu}}{\longmapsto} H_{n_{1}, n_{2}, \ldots, n_{k}}$ in $\mathcal{K}$ given by

$$
H_{n_{1}, n_{2}, \ldots, n_{k}}=K_{n_{1}} \cap K_{n_{1}, n_{2}} \cap \ldots \cap K_{n_{1}, n_{2}, \ldots, n_{k}} .
$$

Because the sets $\left\{H_{n_{1}, n_{2}, \ldots, n_{k}}\right\}_{k=1}^{\infty}$ form a decreasing sequence of compact sets, we can apply Propositions 1.6.10 and 1.6.11 to conclude that

$$
\begin{aligned}
f(S) & =f[\mathrm{~N}(\nu)]=f[\mathrm{~N}(\widetilde{\nu})] \\
& =f\left[\bigcup_{\substack{n \in \mathcal{N} \\
n=\left(n_{1}, n_{2}, \ldots\right)}}\left(H_{n_{1}} \cap H_{n_{1}, n_{2}} \cap \cdots \cap H_{n_{1}, n_{2}, \ldots, n_{k}} \cap \cdots\right)\right] \\
& =\bigcup_{\substack{n \in \mathcal{N} \\
n=\left(n_{1}, n_{2}, \ldots\right)}}\left(f\left(H_{n_{1}}\right) \cap f\left(H_{n_{1}, n_{2}}\right) \cap \cdots \cap f\left(H_{n_{1}, n_{2}, \ldots, n_{k}}\right) \cap \cdots\right),
\end{aligned}
$$

and so we see that $f(S)$ is a Suslin set in $\mathbb{R}^{M}$.

## Measurability of Suslin Sets

In order to prove that the Suslin sets are measurable, we need to introduce some additional structures similar to the nucleus of a determining system.

Definition 1.6.13 Let $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu}{\longmapsto} A_{n_{1}, n_{2}, \ldots, n_{k}}$ be given. Let $h_{1}, h_{2}$, $\ldots, h_{s}$ be a finite sequence of positive integers. We define the following sets:

$$
\begin{align*}
& \mathrm{N}^{h_{1}, h_{2}, \ldots, h_{s}}(\nu)=\bigcup_{\substack{\left(n_{1}, n_{2}, \ldots\right) \in \mathcal{N} \\
n_{i} \leq n_{i}, 1 \leq i \leq s}} A_{n_{1}} \cap A_{n_{1}, n_{2}} \cap \cdots \cap A_{n_{1}, n_{2}, \ldots, n_{k}} \cap \cdots,(1  \tag{1.36}\\
& \mathrm{N}_{h_{1}, h_{2}, \ldots, h_{s}}(\nu)=\bigcup_{n_{1}=1}^{h_{1}} \bigcup_{n_{2}=1}^{h_{2}} \cdots \bigcup_{n_{s}=1}^{h_{s}} A_{n_{1}} \cap A_{n_{1}, n_{2}} \cap \cdots \cap A_{n_{1}, n_{2}, \ldots, n_{s}}(1) \tag{1.37}
\end{align*}
$$

The next proposition follows immediately from the definition.
Proposition 1.6.14 Let $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu}{\longmapsto} A_{n_{1}, n_{2}, \ldots, n_{k}}$ be given. We have

$$
\begin{aligned}
& \mathrm{N}^{1}(\nu) \subseteq \cdots \subseteq \mathrm{N}^{h}(\nu) \subseteq \mathrm{N}^{h+1}(\nu) \subseteq \cdots \\
& \mathrm{N}(\nu)=\bigcup_{k=1}^{\infty} \mathrm{N}^{k}(\nu)
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}^{h_{1}, \ldots, h_{s}, 1}(\nu) \subseteq \cdots \subseteq \mathrm{N}^{h_{1}, \ldots, h_{s}, k}(\nu) \subseteq \mathrm{N}^{h_{1}, \ldots, h_{s}, k+1}(\nu) \subseteq \cdots, \\
& \mathrm{N}^{h_{1}, \ldots, h_{s}}(\nu)=\bigcup_{k=1}^{\infty} \mathrm{N}^{h_{1}, \ldots, h_{s}, k}(\nu)
\end{aligned}
$$

Corollary 1.6.15 If $\mu$ is a regular measure on the non-empty set $X$ and $\nu$ is a determining system in any family of subsets of $X$ and if $E$ is any subset of $X$, then

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \mu\left[E \cap \mathrm{~N}^{k}(\nu)\right]=\mu[E \cap \mathrm{~N}(\nu)] \\
& \lim _{k \rightarrow \infty} \mu\left[E \cap \mathrm{~N}^{h_{1}, h_{2}, \ldots, h_{s}, k}(\nu)\right]=\mu\left[E \cap \mathrm{~N}^{h_{1}, h_{2}, \ldots, h_{s}}(\nu)\right] .
\end{aligned}
$$

Proof. Recall that Lemma 1.2.8 tells us that, for a regular measure, the measure of the union of an increasing sequence of sets is the limit of the measures of the sets, so the result follows immediately from Proposition 1.6.14.

We will need the following lemma.
Lemma 1.6.16 Let $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu}{\longmapsto} A_{n_{1}, n_{2}, \ldots, n_{k}}$ and $\left(h_{1}, h_{2}, \ldots\right) \in \mathcal{N}$ be given. Then we have

$$
\begin{equation*}
\mathrm{N}_{h_{1}}(\nu) \cap \mathrm{N}_{h_{1}, h_{2}}(\nu) \cap \cdots \cap \mathrm{N}_{h_{1}, h_{2}, \ldots, h_{s}}(\nu) \cap \cdots \subseteq \mathrm{N}(\nu) \tag{1.38}
\end{equation*}
$$

Proof. Fix a point $x$ belonging to the lefthand side of (1.38).
First we claim that there exists a positive integer $n_{1}^{0} \leq h_{1}$ such that, for every $k$ with $2 \leq k$, there exist $n_{2}, n_{3}, \ldots, n_{k}$ with $n_{i} \leq h_{i}$, for $2 \leq i \leq k$, and with

$$
x \in A_{n_{1}^{0}} \cap A_{n_{1}^{0}, n_{2}} \cap \cdots \cap A_{n_{1}^{0}, n_{2}, \ldots, n_{k}} .
$$

To see this claim, suppose it were not true. Then for each index $n_{1} \leq h_{1}$ there would be exist a positive integer $k\left(n_{1}\right)$ such that

$$
x \notin A_{n_{1}} \cap A_{n_{1}, n_{2}} \cap \cdots \cap A_{n_{1}, n_{2}, \ldots, n_{k\left(n_{1}\right)}}
$$

whenever $n_{i} \leq h_{i}$ for $i=2,3, \ldots, k\left(n_{1}\right)$.
Setting $K(1)=\max \left\{k(1), k(2), \ldots, k\left(h_{1}\right)\right\}$, we see that

$$
x \notin \bigcup_{n_{1}=1}^{h_{1}} \bigcup_{n_{2}=1}^{h_{2}} \cdots \bigcup_{n_{K(1)}=1}^{h_{K(1)}} A_{n_{1}} \cap A_{n_{1}, n_{2}} \cap \cdots \cap A_{n_{1}, n_{2}, \ldots, n_{K(1)}}
$$

which contradicts our assumption that $x$ is an element of the lefthand side of (1.38).

Arguing inductively, suppose we have selected positive integers $n_{1}^{0}, n_{2}^{0}$, $\ldots, n_{s}^{0}$ satisfying

$$
\left.\begin{array}{l}
n_{1}^{0} \leq h_{1}, n_{2}^{0} \leq h_{2}, \ldots, n_{s}^{0} \leq h_{s}, \\
\text { for every } k \text { with } s+1 \leq k, \text { there exist } n_{s+1}, n_{s+2}, \ldots, n_{k}  \tag{1.39}\\
\quad \text { with } n_{i} \leq h_{i}, \text { for } s+1 \leq i \leq k, \text { and with } \\
\quad x \in A_{n_{1}^{0}} \cap A_{n_{1}^{0}, n_{2}^{0}} \cap \cdots \cap A_{n_{1}^{0}, n_{2}^{0}, \ldots, n_{s}^{0}, n_{s+1}, n_{s+2}, \ldots, n_{k}} .
\end{array}\right\}
$$

We claim that we can select $n_{s+1}^{0} \leq h_{s+1}$ so that (1.39) holds with $s$ replaced by $s+1$. If no such $n_{s+1}^{0}$ existed, then for each index $n_{s+1} \leq h_{s+1}$ there would be exist a positive integer $k\left(n_{s+1}\right)$ such that

$$
x \notin A_{n_{1}^{0}} \cap A_{n_{1}^{0}, n_{2}^{0}} \cap \cdots \cap A_{n_{1}^{0}, n_{2}^{0}, \ldots, n_{s}^{0}, n_{s+1}, n_{s+2}, \ldots, n_{k\left(n_{s+1}\right)}} .
$$

whenever $n_{i} \leq h_{i}$ for $i=s+1, s+2, \ldots, k\left(n_{s+1}\right)$.
Setting $K(s+1)=\max \left\{k(1), k(2), \ldots, k\left(h_{s+1}\right)\right\}$, we see that

$$
x \notin \bigcup_{n_{1}=1}^{h_{1}} \bigcup_{n_{2}=1}^{h_{2}} \cdots \bigcup_{n_{K(s+1)}=1}^{h_{K(s+1)}} A_{n_{1}} \cap A_{n_{1}, n_{2}} \cap \cdots \cap A_{n_{1}, n_{2}, \ldots, n_{K(s+1)}}
$$

which contradicts our assumption that $x$ is an element of the lefthand side of (1.38).

Thus there exists an infinite sequence $n_{1}^{0} \leq h_{1}, n_{2}^{0} \leq h_{2}, \ldots$ such that

$$
x \in A_{n_{1}^{0}} \cap A_{n_{1}^{0}, n_{2}^{0}} \cap \cdots \cap A_{n_{1}^{0}, n_{2}^{0}, \ldots, n_{k}^{0}} \cap \cdots,
$$

so $x \in \mathrm{~N}(\nu)$.

Theorem 1.6.17 Let $\mu$ be a regular measure on the non-empty set $X$, and let $\mathcal{M}$ be the collection of $\mu$-measurable subsets of $X$. If $\nu$ is a determining system in $\mathcal{M}$, then $\mathrm{N}(\nu)$ is $\mu$-measurable.

Proof. Let the determining system $\nu$ be $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \stackrel{\nu}{\longmapsto} M_{n_{1}, n_{2}, \ldots, n_{k}}$, and set $A=\mathrm{N}(\nu)$. We need to show that, for any set $E \subseteq X$, we have

$$
\mu(E \cap A)+\mu(E \backslash A) \leq \mu(E)
$$

We may assume that $\mu(E)<\infty$. Let $\epsilon>0$ be arbitrary.
Using Corollary 1.6.15, we can inductively define a sequence of positive integers $h_{1}, h_{2}, \ldots$ such that

$$
\mu\left[C \cap \mathrm{~N}^{h_{1}}(\nu)\right] \geq \mu[E \cap \mathrm{~N}(\nu)]-\epsilon / 2
$$

and

$$
\mu\left[C \cap \mathrm{~N}^{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right] \geq \mu\left[E \cap \mathrm{~N}^{h_{1}, h_{2}, \ldots, h_{k-1}}(\nu)\right]-\epsilon / 2^{k}
$$

We have $\mathrm{N}^{h_{1}, h_{2}, \ldots, h_{k}}(\nu) \subseteq \mathrm{N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)$, so

$$
\mu\left[E \cap \mathrm{~N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right] \geq \mu\left[E \cap \mathrm{~N}^{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right] \geq \mu(E)-\epsilon
$$

holds, and thus, since $\mathrm{N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)$ is $\mu$-measurable,

$$
\begin{aligned}
\mu(E) & =\mu\left[E \cap \mathrm{~N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right]+\mu\left[E \backslash \mathrm{~N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right] \\
& \geq \mu[E \cap \mathrm{~N}(\nu)]+\mu\left[E \backslash \mathrm{~N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right]-\epsilon
\end{aligned}
$$

Now the sequence of sets $\left\{\mathrm{N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right\}_{k=1,2, \ldots}$ is descending, and by Lemma 1.6.16 its limit is a subset of $\mathrm{N}(\nu)$. Consequently, the sequence $\left\{X \backslash \mathrm{~N}_{h_{1}, h_{2}, \ldots, h_{k}}\right\}_{k=1,2, \ldots}$ is ascending and its limit contains the set $X \backslash \mathrm{~N}$. Hence,

$$
\lim _{k \rightarrow \infty} \mu\left[E \backslash \mathrm{~N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right]=\mu\left[E \backslash \bigcup_{k=1}^{\infty} \mathrm{N}_{h_{1}, h_{2}, \ldots, h_{k}}(\nu)\right] \geq \mu[E \backslash \mathrm{~N}(\nu)]
$$

so

$$
\mu(E) \geq \mu[E \cap \mathrm{~N}(\nu)]+\mu[E \backslash \mathrm{~N}(\nu)]-\epsilon
$$

and the result follows since $\epsilon$ is an arbitrary positive number.
Corollary 1.6.18 If $\mu$ is a Borel regular measure on the topologically space $X$, then all the Suslin sets in $X$ are $\mu$-measurable.

Corollary 1.6.19 If $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ is continuous, $\mu$ is a Borel regular measure on $\mathbb{R}^{M}$, and $S \subseteq \mathbb{R}^{N}$ is a Suslin set, then $f(S)$ is $\mu$-measurable.

Remark 1.6.20 The particular properties of Euclidean space required for Corollary 1.6.19 are that every open set is a countable union of closed sets and that every closed set is a countable union of compact sets.

## Chapter 2

## Carathéodory's Construction and Lower-Dimensional Measures

In the study of geometric questions about sets it is useful to have various devices for measuring the size of those sets. Certainly lower-dimensional measures are one such mechanism. The classic construction of Carathéodory provides an umbrella paradigm which generates a great many such measures, suitable for a variety of applications. Our aim in the present chapter is to give a thorough development of this theory and to present a number of examples and applications.

Certainly the ideas that we present here began with Hausdorff [Hau 18] and Carathéodory [Car 14]. In the intervening eighty years they have developed in a number of startling and powerful new directions. We shall endeavor to describe both the history as well some of the current directions.

### 2.1 The Basic Definition

Let $\mathcal{F}$ be a collection of sets in $\mathbb{R}^{N}$. These will be our "test sets" for constructing Hausdorff-type measures. Let $\zeta: \mathcal{F} \rightarrow[0,+\infty]$ be a function (called the gauge of the measure to be constructed). Then preliminary measures $\phi_{\delta}$, $0<\delta \leq \infty$, are created as follows:


Figure 2.1: Carathéodory's construction.

If $A \subseteq \mathbb{R}^{N}$, then set

$$
\begin{equation*}
\phi_{\delta}(A)=\inf \left\{\sum_{S \in \mathcal{G}} \zeta(S): \mathcal{G} \subseteq \mathcal{F} \cap\{S: \operatorname{diam} S \leq \delta\} \text { and } A \subseteq \bigcup_{S \in \mathcal{G}} S\right\} \tag{2.1}
\end{equation*}
$$

Each number in the set over which we take the infimum in (2.1) is obtained by covering $A$ by sets of diameter not exceeding $\delta$ (see Figure 2.1). Note that $\phi_{\delta}$ clearly satisfies the subadditivity requirement of Definition 1.2.1(1) and thus is a measure.

If $0<\delta_{1}<\delta_{2} \leq \infty$ then it is immediate that $\phi_{\delta_{1}} \geq \phi_{\delta_{2}}$. Thus we may set

$$
\psi(A)=\lim _{\delta \rightarrow 0^{+}} \phi_{\delta}(A)=\sup _{\delta>0} \phi_{\delta}(A) .
$$

Certainly $\psi$ is also a measure. This process for constructing the measure $\psi$ is called Carathéodory's construction. Once the family of sets $\mathcal{F}$ and the gauge $\zeta$ have been selected, the resulting measure $\psi$ is uniquely determined.

By applying Carathéodory's criterion, Theorem 1.2.13, we can immediately show that any open set is $\psi$-measurable. Indeed, one sees that

$$
\phi_{\delta}(A \cup B) \geq \phi_{\delta}(A)+\phi_{\delta}(B)
$$

whenever $\operatorname{dist}(A, B)>\delta>0$. This follows because any set of diameter $\leq \delta$ that is part of a covering of $A \cup B$ will either intersect $A$ or intersect $B$
but not both. Thus any collection $\mathcal{G}$ as above will partition naturally into a subcollection that covers $A$ and a subcollection that covers $B$.

Example 2.1.1 Not every open set is $\phi_{\delta}$-measurable. To see this, let $N=1$, let $\mathcal{F}$ be the collection of open intervals, and let $\zeta(S)=(\operatorname{diam}(S))^{1 / 2}$. Define $I_{1}=(0, \delta / 2), I_{2}=(\delta / 2, \delta)$, and $I=I_{1} \cup I_{2}$. Then it is easy to see that

$$
\phi_{\delta}\left(I_{1}\right)=(\delta / 2)^{1 / 2} \quad, \quad \phi_{\delta}\left(I_{2}\right)=(\delta / 2)^{1 / 2} \quad, \quad \phi_{\delta}(I)=(\delta)^{1 / 2}
$$

But then the inequality

$$
\phi_{\delta}(I) \geq \phi_{\delta}\left(I_{1}\right)+\phi_{\delta}\left(I_{2}\right)
$$

clearly fails.
It is not difficult to show that, if all members of $\mathcal{F}$ are Borel sets, then every subset $A$ of $\mathbb{R}^{N}$ is contained in a Borel set $\widetilde{A}$ with the same $\phi_{\delta}$ measure (just take the intersection of the unions of covers). Thus $\psi$ is a Borel regular measure.

We now describe an alternative approach to Carathéodory's construction that is due to Federer [Fed 54]. In fact $\psi(A)$ can be characterized as the infimum of the set of all numbers $t$ with this property:

For each open covering $\mathcal{U}$ of $A$ there exists a countable subfamily $\mathcal{G}$ of $\mathcal{F}$ such that each member of $\mathcal{G}$ is contained in some member of $\mathcal{U}, \mathcal{G}$ covers $A$, and

$$
\begin{equation*}
\sum_{S \in \mathcal{G}} \zeta(S)<t \tag{2.2}
\end{equation*}
$$

One advantage of this new definition-important for us-is that it frees the definition of $\psi$ from any reference to a metric. This is particularly useful if one wants to define Hausdorff measure on a manifold.

### 2.1.1 Hausdorff Measure and Spherical Measure

Hausdorff measure and spherical measure were introduced by Hausdorff in [Hau 18].

Let $m$ be a non-negative integer and $\Omega_{m}$ the $m$-dimensional volume of the unit ball in Euclidean $m$-space, that is,

$$
\begin{equation*}
\Omega_{m}=\frac{2 \pi^{m / 2}}{m \Gamma(m / 2)}=\frac{[\Gamma(1 / 2)]^{m}}{\Gamma(m / 2+1)} \tag{2.3}
\end{equation*}
$$

Now we specialize to the situation in which $\mathcal{F}$ is the collection of all sets $S$ and

$$
\begin{equation*}
\zeta_{1}(S)=\Omega_{m} 2^{-m}(\operatorname{diam} S)^{m} \tag{2.4}
\end{equation*}
$$

for $S \neq \emptyset$. [Note that this definition makes sense for any $m \geq 0$ with $\Omega_{m}$ defined by (2.3), although the interpretation of $\Omega_{m}$ as the volume of a ball is no longer relevant or valid when $m$ is not an integer.]

We call the resulting measure the $m$-dimensional Hausdorff measure on $\mathbb{R}^{N}$, denoted by $\mathcal{H}^{m}$. It is worth noting that the same measure would result if we let $\mathcal{F}$ be the collection of all closed sets or all open sets. In fact, because any set and its convex hull have the same diameter, we could restrict attention to convex sets.

It is immediate that the measure $\mathcal{H}^{0}$ is counting measure.
Proposition 2.1.2 For $0 \leq s<t<\infty$ and $A \subseteq \mathbb{R}^{N}$, we have that
(1) $\mathcal{H}^{s}(A)<\infty$ implies that $\mathcal{H}^{t}(A)=0$;
(2) $\mathcal{H}^{t}(A)>0$ implies that $\mathcal{H}^{s}(A)=\infty$.

Proof. It will be convenient to use $\mathcal{H}_{\delta}^{s}$ (respectively, $\mathcal{H}_{\delta}^{t}$ ) to denote the preliminary measure $\phi_{\delta}$ constructed using the gauge $\zeta_{1}$ in (2.4) with $m=s$ (respectively, $m=t$ ).

For (1), let $A \subseteq \cup_{i} E_{i}$, with $\operatorname{diam}\left(E_{i}\right) \leq \delta$ and

$$
\Omega_{s} 2^{-s} \sum_{i} \operatorname{diam}\left(E_{i}\right)^{s} \leq \mathcal{H}_{\delta}^{s}(A)+1
$$

Then

$$
\begin{aligned}
\mathcal{H}_{\delta}^{t}(A) & \leq \Omega_{t} 2^{-t} \sum_{i} \operatorname{diam}\left(E_{i}\right)^{t} \\
& \leq \delta^{t-s} \Omega_{t} 2^{-t} \sum_{i} \operatorname{diam}\left(E_{i}\right)^{s} \leq \delta^{t-s}\left(\Omega_{t} / \Omega_{s}\right) 2^{s-t}\left(\mathcal{H}_{\delta}^{s}(A)+1\right)
\end{aligned}
$$

As $\delta \rightarrow 0^{+}$, this estimate gives (1).
Statement (2) is really just the contrapositive of (1). But it is worth stating separately as it is the basis for the theory of Hausdorff dimension.

When $\mathcal{F}$ is the family of all closed balls in $\mathbb{R}^{N}$, and $\zeta_{1}$ as above, then the resulting measure $\psi$ is called the $m$-dimensional spherical measure. We
denote this measure by $\mathcal{S}^{m}$. The same measure results if we use the family of all open balls.

Of course it is immediate that

$$
\mathcal{H}^{m} \leq \mathcal{S}^{m} \leq 2^{m} \cdot \mathcal{H}^{m}
$$

More precise comparisons are possible, and we shall explore these in due course.

### 2.1.2 A Measure Based on Parallelepipeds

Let $M>0$ be an integer and assume that $M \leq N$, the dimension of the Euclidean space $\mathbb{R}^{N}$. Now suppose we use the new gauge function defined by

$$
\begin{equation*}
\zeta_{2}(S)=\Omega_{M} \cdot 2^{-M} \cdot \sup \left\{\left|\left(a_{1}-b_{1}\right) \wedge \cdots \wedge\left(a_{M}-b_{M}\right)\right|: a_{1}, b_{1}, \ldots, a_{M}, b_{M} \in S\right\} \tag{2.5}
\end{equation*}
$$

See Figure 2.2. We will learn more about this gauge in Lemma 2.1.3. Then Carathéodory's construction on the family $\mathcal{F}$ of all nonempty subsets of $\mathbb{R}^{N}$ will be denoted by $\mathcal{T}^{M}$ and will be called $M$-dimensional Federer ${ }^{1}$ measure on $\mathbb{R}^{N}$. Of course we could use all open sets $S$, or all compact sets $S$, or all convex sets $S$; the same measure would result.

Since

$$
\left|\left(a_{1}-b_{1}\right) \wedge \cdots \wedge\left(a_{M}-b_{M}\right)\right| \leq \prod_{i=1}^{M}\left|a_{i}-b_{i}\right|
$$

we conclude that

$$
\zeta_{2}(S) \leq \Omega_{M} \cdot 2^{-M}(\operatorname{diam} S)^{M}
$$

and thus that $\mathcal{T}^{M} \leq \mathcal{H}^{M}$. Observe that the gauge $\zeta_{2}$ assigns the same value to any set and to its convex hull. This follows because the map of $\left(\mathbb{R}^{N}\right)^{2 M}$ into $\Lambda_{M}\left(\mathbb{R}^{N}\right)$ yielding the preceding exterior product is affine with respect to each of the $2 M$ variables $a_{1}, b_{1}, \ldots, a_{M}, b_{M}$.

### 2.1.3 Projections and Convexity

Continue to assume $M>0$ is an integer with $M \leq N$, the dimension of the Euclidean space $\mathbb{R}^{N}$. We let $\mathbf{O}(N, M)$ denote the collection of orthogonal injections of $\mathbb{R}^{M}$ into $\mathbb{R}^{N}$, so each element of $\mathbf{O}(N, M)$ is a linear map from
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Figure 2.2: A construction based on exterior algebra.
$\mathbb{R}^{M}$ to $\mathbb{R}^{N}$ that is represented by an $N \times M$ matrix with orthonormal columns. In case $M=N$, we write $\mathbf{O}(M)=\mathbf{O}(M, M)$ so that $\mathbf{O}(M)$ is the orthogonal group. Furthermore, $\mathbf{O}^{*}(N, M)$ will be the set of adjoints of elements of $\mathbf{O}(N, M)$ from $\mathbb{R}^{N}$ onto $\left.\mathbb{R}^{M}\right)$ (these are of course orthogonal projections). For $S \subseteq \mathbb{R}^{N}$, we set

$$
\begin{equation*}
\zeta_{3}(S)=\sup \left\{\mathcal{L}^{M}[p(S)]: p \in \mathbf{O}^{*}(N, M)\right\} \tag{2.6}
\end{equation*}
$$

where $\mathcal{L}^{M}$ is the $M$-dimensional Lebesgue measure.

## Gross Measure

Let $\mathcal{F}$ be the family of all Borel subsets of $\mathbb{R}^{N}$. Then Carathéodory's construction, with $\zeta_{3}$ as in (2.6), gives the $M$-dimensional Gross measure ${ }^{2}$ on $\mathbb{R}^{N}$. It is denoted by $\mathcal{G}^{M}$.

## Carathéodory Measure

Let $\mathcal{F}$ be the family of all open, convex subsets of $\mathbb{R}^{N}$. Then Carathéodory's construction, with $\zeta_{3}$ as in (2.6), gives the $M$-dimensional Carathéodory mea-

[^12]sure ${ }^{3}$ on $\mathbb{R}^{N}$. We denote this measure by $\mathcal{C}^{M}$. The family of all closed, convex subsets give rise to just the same measure.

It is worth noting that, when $M=1$, then $\zeta_{3}(S)=\operatorname{diam}(S)$ when $S$ is convex and hence

$$
\mathcal{C}^{1}=\mathcal{H}^{1}
$$

### 2.1.4 Other Geometric Measures

Fix $\mathbb{R}^{N}$ as usual and select a positive integer $M$ such that $M \leq N$. For $1 \leq t \leq \infty$, we now proceed to define a gauge function $\zeta_{4, t}$ :

For $S \subseteq \mathbb{R}^{N}$, define $f_{S}: \mathbf{O}^{*}(N, M) \rightarrow \overline{\mathbb{R}}$ by setting

$$
f_{S}(p)=\mathcal{L}^{M}[p(S)] \quad \text { for all } p \in \mathbf{O}^{*}(N, M)
$$

Let $\theta_{N, M}^{*}$ be the Haar ${ }^{4}$ measure on $\mathbf{O}^{*}(N, M)$, that is, the measure invariant under the action of the orthogonal group. (We will prove the existence of Haar measure in Chapter 3 where our arguments are independent of this chapter.) To insure that the measures resulting from Carathéodory's construction using the gauge $\zeta_{4, t}$ give values that agree with those found for smooth surfaces using calculus, we need to introduce a normalizing factor $\beta_{t}(N, M)$. For completeness, we give the definition here. For $1 \leq t<\infty$, let $\beta_{t}(N, M)$ be the positive number that satisfies the equation

$$
\left(\int\left|\left(\wedge_{M} p\right) \xi\right|^{t} d \theta_{N, M}^{*} p\right)^{1 / t}=\beta_{t}(N, M) \cdot|\xi|
$$

for any simple $M$-vector $\xi$ of $\mathbb{R}^{N}$. Set $\beta_{\infty}(N, M)=1$. Finally, set

$$
\begin{equation*}
\zeta_{4, t}(S)=\left(\beta_{t}(N, M)\right)^{-1}\left(\int\left|f_{S}(p)\right|^{t} d \theta_{N, M}^{*} p\right)^{1 / t} \tag{2.7}
\end{equation*}
$$

whenever $f_{S}(p)=\mathcal{L}^{M}[p(S)]$ is $\theta_{N, M}^{*}$-measurable.
In fact, $f_{S}$ is $\theta_{N, M}^{*}$-measurable whenever $S$ is a Borel or Suslin set. This measurability holds because

$$
\{(x, y, p): x \in S, y=p(x)\}
$$

is a Suslin set in $\mathbb{R}^{N} \times \mathbb{R}^{M} \times \mathbf{O}^{*}(N, M)$ whenever $S$ is a Borel or Suslin set in $\mathbb{R}^{N}$.

[^13]The map

$$
\begin{equation*}
t \longmapsto \beta_{t}(N, M) \zeta_{4, t}(S) \tag{2.8}
\end{equation*}
$$

sends $t$ to the $L^{t}$-norm of a fixed function on a space with total measure 1 , so, using Hölder's inequality and Lebesgue's convergence theorems, we see that the map (2.8) is nondecreasing and continuous; thus $\zeta_{4, t}(S)$ is continuous as a function of $t$.

## Integral Geometric Measure

Let $\mathcal{F}$ be the family of all Borel subsets of $\mathbb{R}^{N}$. Using Carathéodory's construction with gauge $\zeta_{4, t}$, we construct the $M$-dimensional integral geometric measure with exponent $t$ on $\mathbb{R}^{N}$. This measure is denoted by $\mathcal{I}_{t}^{M}$. Roughly speaking, integral geometric measure measures all projections of the given set, and then integrates out (using Haar measure) over all projections. The $M$-dimensional integral geometric measure with exponent 1 was introduced by Jean Favard (1902-1965) in [Fav 32] and is sometimes called Favard measure.

It is worth noting that $\mathcal{I}_{t}^{M}(A)=0$ if and only if the set $A$ is contained in a Borel set $B$ with $\mathcal{L}^{M}[p(B)]=0$ for $\theta_{N, M}^{*}$-almost every $p \in \mathbf{O}_{N, M}^{*}$. Thus all the measures $\mathcal{I}_{t}^{M}, 1 \leq t \leq \infty$, have the same null sets.

## Gillespie Measure

Let $\mathcal{F}$ be the family of all open, convex subsets of $\mathbb{R}^{N}$. The Carathéodory construction with gauge $\zeta_{4, t}$ then gives the measure $\mathcal{Q}_{t}^{M}$. We call this measure the $M$-dimensional Gillespie ${ }^{5}$ measure with exponent $t$ on $\mathbb{R}^{N}$. The same measure results when we use instead the family of all closed, convex subsets of $\mathbb{R}^{N}$.

Since the function $f_{S}$ is continuous for any bounded, open, convex set $S$, we see that $\mathcal{Q}_{\infty}^{M}=\mathcal{C}^{M}$.
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### 2.1.5 Summary

In the table below, we summarize the measures, and their constructions, that have been described in this section.

## Gauges

$\boldsymbol{m} \in \mathbb{R}, \quad 0 \leq \boldsymbol{m}<\infty$
$\zeta_{1}(S)=\Omega_{m} 2^{-m}(\operatorname{diam} S)^{m}$
$M \in \mathbb{Z}, \quad 1 \leq M \leq N$
$\zeta_{2}(S)=\Omega_{M} \cdot 2^{-M} \cdot \sup \left\{\left|\left(a_{1}-b_{1}\right) \wedge \cdots \wedge\left(a_{M}-b_{M}\right)\right|: a_{1}, \ldots, b_{M} \in S\right\}$
$\zeta_{3}(S)=\sup \left\{\mathcal{L}^{M}[p(S)]: p \in \mathbf{O}^{*}(N, M)\right\}$
$\zeta_{4, t}(S)=\left(\beta_{t}(N, M)\right)^{-1}\left\|\mathcal{L}^{M}[p(S)]\right\|_{t}$

| Notation | Name of Measure | Family of Sets $\mathcal{F}$ | Gauge |
| :--- | :--- | :--- | :---: |
| $\mathcal{H}^{m}$ | Hausdorff | all sets | $\zeta_{1}$ |
| $\mathcal{S}^{m}$ | spherical | balls | $\zeta_{1}$ |
| $\mathcal{T}^{M}$ | Federer | all sets | $\zeta_{2}$ |
| $\mathcal{G}^{M}$ | Gross | Borel sets | $\zeta_{3}$ |
| $\mathcal{C}^{M}$ | Carathéodory | open, convex sets | $\zeta_{3}$ |
| $\mathcal{I}_{1}^{M}$ | Favard | Borel sets | $\zeta_{4,1}$ |
| $\mathcal{I}_{t}^{M}$ | integral geometric <br> with exponent $t$ | Borel sets | $\zeta_{4, t}$ |
| $\mathcal{Q}_{t}^{M}$ | Gillespie <br> with exponent $t$ | open, convex sets | $\zeta_{4, t}$ |

Measures Resulting From Carathéodory's Construction

To establish the relationships between the measures listed in the table, we will need to understand $\zeta_{2}$ a little better.
Lemma 2.1.3 If $S \subseteq \mathbb{R}^{M}$ is a nonempty subset, then
$\mathcal{L}^{M}(S) \leq \Omega_{M} \cdot 2^{-M} \cdot \sup \left\{\left|\left(a_{1}-b_{1}\right) \wedge \cdots \wedge\left(a_{M}-b_{M}\right)\right|: a_{1}, b_{1}, \ldots, a_{M}, b_{M} \in S\right\}$.
Proof. Let $M=N$ and let $\zeta_{2}(S)$ be as above. Take $\lambda, \mu>0$. Define $\mathcal{C}$ to be the collection of all nonempty, compact, convex subsets $S$ of $\mathbb{R}^{N}$ such that

$$
\mathcal{L}^{M}(S) \geq \lambda \quad \text { and } \quad \zeta_{2}(S) \leq \mu
$$

By the upper semicontinuity of Lebesgue measure with respect to the Hausdorff distance, i.e., Corollary 1.5.5, and by the definition of $\zeta_{2}, \mathcal{C}$ is closed with respect to the Hausdorff metric. We further claim that if the set $T$ is obtained from $S \in \mathcal{C}$ by Steiner symmetrization, then $T \in \mathcal{C}$. To see that this claim holds, recall that Proposition 1.5.12 tells us that Steiner symmetrization preserves Lebesgue measure, while symmetrization also preserves the gauge $\zeta_{2}$ just by linearity.

Now, in case $\mathcal{C}$ is nonempty, we can conclude from Theorem 1.5.16 that there is some ball $\overline{\mathbb{B}}(0, r)$ in $\mathcal{C}$. Thus

$$
\lambda \leq \mathcal{L}^{M}[\overline{\mathbb{B}}(0, r)]=\Omega_{M} \cdot r^{M}=\zeta_{2}[B(0, r)] \leq \mu
$$

That proves our result.
Corollary 2.1.4 For $S \subseteq \mathbb{R}^{N}$, it holds that

$$
\zeta_{3}(S) \leq \zeta_{2}(S)
$$

Proof. For $p \in \mathbf{O}^{*}(N, M)$, we have

$$
\left|p\left(a_{1}-b_{1}\right) \wedge \cdots \wedge p\left(a_{M}-b_{M}\right)\right| \leq\left|\left(a_{1}-b_{1}\right) \wedge \cdots \wedge\left(a_{M}-b_{M}\right)\right|
$$

so, by Lemma 2.1.3,

$$
\begin{aligned}
& \mathcal{L}^{M}[p(S)] \\
& \leq \Omega_{M} \cdot 2^{-M} \cdot \sup \left\{\left|\left(a_{1}-b_{1}\right) \wedge \cdots \wedge\left(a_{M}-b_{M}\right)\right|: a_{1}, b_{1}, \ldots, a_{M}, b_{M} \in p(S)\right\} \\
& \leq \Omega_{M} \cdot 2^{-M} \cdot \sup \left\{\left|p\left(a_{1}-b_{1}\right) \wedge \cdots \wedge p\left(a_{M}-b_{M}\right)\right|: a_{1}, b_{1}, \ldots, a_{M}, b_{M} \in S\right\} \\
& \leq \Omega_{M} \cdot 2^{-M} \cdot \sup \left\{\left|\left(a_{1}-b_{1}\right) \wedge \cdots \wedge\left(a_{M}-b_{M}\right)\right|: a_{1}, b_{1}, \ldots, a_{M}, b_{M} \in S\right\} \\
& =\zeta_{2}(S)
\end{aligned}
$$

holds. Taking the supremum over $p \in \mathbf{O}^{*}(N, M)$, we obtain the result.
The following six facts will allow us to compare the measures we have created using Carathéodory's construction.
(1) making the family of sets $\mathcal{F}$ smaller cannot decrease the measure resulting from Carathéodory's construction,
(2) $\zeta_{2} \leq \zeta_{1}$,
(3) $\zeta_{3} \leq \zeta_{2}$,
(4) $\beta_{t}(N, m) \zeta_{4, t}(S)$ is a nondecreasing function of $t$,
(5) $\beta_{\infty}(N, m)=1$ by definition, and
(6) $\zeta_{3}$ and $\zeta_{4, \infty}$ agree on the open, convex sets.

Proposition 2.1.5 For $M$ an integer with $1 \leq M \leq N$ and for $\infty \geq t \geq$ $s \geq 1$, the following relationships hold:

$$
\begin{array}{rl}
\mathcal{S}^{M} \geq \mathcal{H}^{M} \geq \mathcal{T}^{M} \\
\mathrm{VI} \\
\mathcal{C}^{M} & =\mathcal{Q}_{\infty}^{M} \geq \beta_{t}(N, M) \cdot \mathcal{Q}_{t}^{M} \geq \beta_{s}(N, M) \cdot \mathcal{Q}_{s}^{M} \\
\mathrm{VI}^{M} & \mathrm{VI} \\
\mathcal{G}^{M} \geq \mathcal{I}_{\infty}^{M} \geq \beta_{t}(N, M) \cdot \mathcal{I}_{t}^{M} \geq \beta_{s}(N, M) \cdot \mathcal{I}_{s}^{M}
\end{array}
$$

Proof. Use the six facts above.
Noting that $\beta_{t}(N, N)=1$ for $1 \leq t \leq \infty$, we see that, when $N=M, \mathcal{I}_{1}^{N}$ is smallest of the measures that we have defined in this section. Also note that the equation

$$
\begin{equation*}
\mathcal{I}_{1}^{N}(A) \geq \mathcal{L}^{N}(A), \quad \text { for all } A \subseteq \mathbb{R}^{N} \tag{2.9}
\end{equation*}
$$

is evident from the definition of $\mathcal{I}_{1}^{N}$. Ultimately (see Corollary 4.3.9) we will show that, in $\mathbb{R}^{N}$, the measures $\mathcal{S}^{N}, \mathcal{H}^{N}, \mathcal{T}^{N}, \mathcal{C}^{N}, \mathcal{G}^{N}, \mathcal{Q}_{t}^{N}$, and $\mathcal{I}_{t}^{N}$ $(1 \leq t \leq \infty)$ all agree with the $N$-dimensional Lebesgue measure $\mathcal{L}^{N}$.

### 2.2 The Densities of a Measure

At a point $p$ of a smooth $m$-dimensional surface $S$ in $\mathbb{R}^{N}$, we know that the $m$-dimensional area of $S \cap \overline{\mathbb{B}}(p, r)$ approaches 0 like $r^{m}$ as $r \downarrow 0$. We might hope to generalize that observation to less smooth surfaces and more general measures, or we might wish to show that if some measure behaves in that way on a set $S$, then that set exhibits some other desirable behavior. The tools for such investigations are the densities of a measure which we define next.

Definition 2.2.1 Let $\mu$ be a measure on $\mathbb{R}^{N}$. Fix a point $p \in \mathbb{R}^{N}$ and fix $0 \leq m<\infty$ ( $m$ need not be an integer).
(1) The $m$-dimensional upper density of $\mu$ at $p$ is denoted by $\Theta^{* m}(\mu, p)$ and is defined by setting

$$
\Theta^{* m}(\mu, p)=\limsup _{r \downarrow 0} \frac{\mu[\overline{\mathbb{B}}(p, r)]}{\Omega_{m} r^{m}}
$$

(2) Similarly, the $m$-dimensional lower density of $\mu$ at $p$ is denoted by $\Theta_{*}^{m}(\mu, p)$ and is defined by setting

$$
\Theta_{*}^{m}(\mu, p)=\liminf _{r \downarrow 0} \frac{\mu[\overline{\mathbb{B}}(p, r)]}{\Omega_{m} r^{m}} .
$$

(3) In case $\Theta_{*}^{m}(\mu, p)=\Theta^{* m}(\mu, p)$, we call their common value the $m$ dimensional density of $\mu$ at $p$ and denote it by $\Theta^{m}(\mu, p)$.

Because Hausdorff measure and spherical measure are based on diameters of sets and balls, respectively, a bound on the upper density of a measure $\mu$ should imply a relationship between $\mu$ and Hausdorff measure and between $\mu$ and spherical measure. To obtain such results, we need to require the measure $\mu$ to be regular. Recall that Lemma 1.2.8 tells us that, for a regular measure, the measure of the union of an increasing sequence of sets equals the limit of their measures.

Proposition 2.2.2 Let $\mu$ be a regular measure on $\mathbb{R}^{N}$, and let $0 \leq t<\infty$ be fixed. If $\mathcal{H}^{m}(A)<\infty$ and $\Theta^{* m}(\mu, p) \leq t$ holds for all $p \in A$, then

$$
\mu(A) \leq t \cdot 2^{m} \cdot \mathcal{H}^{m}(A) \leq t \cdot 2^{m} \cdot \mathcal{S}^{m}(A)
$$

Proof. Since $\mathcal{H}^{m} \leq \mathcal{S}^{m}$, we need only consider the Hausdorff measure.
Let $s$ with $t<s<\infty$ be arbitrary. For each positive integer $j$, set

$$
A_{j}=A \cap\{p: \mu[\overline{\mathbb{B}}(p, r)] \leq s, \text { for all } r \leq 1 / j\}
$$

By Lemma 1.2.8, the fact that $\mathcal{H}^{m}\left(A_{j}\right)<\infty$, and the arbitrariness of $s$, it suffices to prove

$$
\begin{equation*}
\mu\left(A_{j}\right) \leq 2^{m} \cdot s \cdot \mathcal{H}^{m}\left(A_{j}\right) \tag{2.10}
\end{equation*}
$$

holds for each $j$.
Now let $\delta$ satisfy $0<\delta \leq 1 / j$. Let $S_{1}, S_{2}, \ldots$ be a family of sets of diameter not exceeding $\delta$ such that $A_{j} \subseteq \cup_{i=1}^{\infty} S_{i}$. Without loss of generality, we may assume each $S_{i}$ intersects $A_{j}$ in a point $P_{i}$. We conclude that

$$
\begin{aligned}
\mu\left(A_{j}\right) \leq \sum_{i=1}^{\infty} \mu\left(S_{i}\right) & \leq \sum_{i=1}^{\infty} \mu\left[\overline{\mathbb{B}}\left(p_{i}, \operatorname{diam} S_{i}\right)\right] \\
& \leq \sum_{i=1}^{\infty} s \Omega_{m}\left(\operatorname{diam} S_{i}\right)^{m} \leq 2^{m} s \sum_{i=1}^{\infty} \zeta_{1}\left(S_{i}\right)
\end{aligned}
$$

holds, where $\zeta_{1}(S)$ is the gauge function

$$
\zeta_{1}(S)=\Omega_{m} 2^{-m}(\operatorname{diam} S)^{m}
$$

Since the countable covering $\left\{S_{i}\right\}$ by sets with diameter not exceeding $\delta$ was otherwise arbitrary, we conclude that

$$
\mu\left(A_{j}\right) \leq 2^{m} \cdot s \cdot \phi_{1 / j}\left(A_{j}\right)
$$

Letting $\delta \downarrow 0$, we obtain (2.10).

Definition 2.2.3 If $\mu$ is a measure on the nonempty set $X$ and $A \subseteq X$ is any set, define the measure $\mu \mathrm{L} A$ on $X$ by setting

$$
(\mu\llcorner A)(E)=\mu(A \cap E)
$$

for each $E \subseteq X$. It is easy to check that $\mu \mathrm{L} A$ is, in fact, a measure, and it is also easy to check that any set that is $\mu$-measurable is also $\mu \mathrm{L} A$-measurable. We call $\mu \mathrm{L} A$ the restriction of $\mu$ to $A$.

Corollary 2.2.4 Fix $0 \leq t<2^{-m}$. If $A \subseteq \mathbb{R}^{N}$ with $\mathcal{H}^{m}(A)<\infty$ and if $\Theta^{* m}\left(\mathcal{H}^{m} \mathrm{~L} A, p\right)<t$ holds for each $p \in A$, then $\mathcal{H}^{m}(A)=0$.

Proof. Argue by contradiction. Assume $\mathcal{H}^{m}(A)>0$ and apply Proposition 2.2.2 to the measure $\mu=\mathcal{H}^{m} \mathrm{~L} A$ on the set $A$.

Remark 2.2.5 In fact the conclusion of Corollary 2.2.4 remains true even without the hypothesis $\mathcal{H}^{m}(A)<\infty$ as long as $A$ is assumed to be a Suslin set. To obtain this generalization requires the next result, which we shall not prove here.

Theorem 2.2.6 [Bes 52] If $A$ is a compact subset of $\mathbb{R}^{N}$ with $\mathcal{H}^{m}(A)=\infty$, then there is a compact set $B$ with $B \subseteq A$ and $0<\mathcal{H}^{m}(B)<\infty$.

### 2.3 A One-Dimensional Example

Suppose $g: \mathbb{R} \rightarrow \mathbb{R}$ is nondecreasing. Let $\mathcal{F}$ be the family of all nonempty, bounded open subintervals of $\mathbb{R}$. Define the gauge

$$
\begin{equation*}
\zeta(\{t \in \mathbb{R}: a<t<b\})=g(b)-b(a) \tag{2.11}
\end{equation*}
$$

whenever $-\infty<a<b<\infty$. Now applying Carathéodory's construction produces a measure $\psi$ that we will investigate.

Lemma 2.3.1 If $g$ is continuous at $a$ and $b$, then

$$
\psi\{t \in \mathbb{R}: a<t<b\}=g(b)-g(a) .
$$

Proof. First we observe that, using the gauge in (2.11), all the measures $\phi_{\delta}$, for $0<\delta<\infty$, in Carathéodory's construction are equal. This is because if $g$ is continuous at points $t_{1}<t_{2}<\cdots<t_{N+1}$ then

$$
g\left(t_{N+1}\right)-g\left(t_{1}\right)=\lim _{\epsilon \rightarrow 0^{+}} \sum_{j=1}^{n}\left[g\left(t_{j+1}+\epsilon\right)-g\left(t_{j}-\epsilon\right)\right] .
$$

From the equality of all the approximating measures $\phi_{\delta}$, we conclude that $\psi(\{t \in \mathbb{R}: a<t<b\}) \leq g(b)-g(a)$.

To obtain the opposite inequality, notice that if $\mathcal{G}$ is any countable family of open intervals covering the interval $(a, b)$, and if $\epsilon>0$, then $\{t \in \mathbb{R}: a+\epsilon \leq$ $t \leq b-\epsilon\}$ is covered by some finite subfamily of $\mathcal{G}$. Call this subcovering $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \ldots,\left(u_{k}, v_{k}\right)$. Thus

$$
\sum_{j=1}^{k}\left[g\left(v_{j}\right)-g\left(u_{j}\right)\right] \geq g(b-\epsilon)-g(a+\epsilon)
$$

and that proves the result.
The measure $\psi$ is the measure associated with Riemann-Stieltjes ${ }^{6}$ integration with respect to $g$. See [Rud 79; Chap. 6] or [Fed 69; 2.5.17] for more on the Riemann-Stieltjes integral.

Example 2.3.2 In the special case that $g(x)=x$, the gauge $\zeta$ defined in (2.11) agrees with the gauge $\zeta_{1}$ used to define Hausdorff measure (or spherical measure) on $\mathbb{R}$, so that $\psi=\mathcal{H}^{1}=\mathcal{S}^{1}$. The lemma tells us that $\mathcal{H}^{1}$ and $\mathcal{S}^{1}$ assign the same measure to any open interval as does $\mathcal{L}^{1}$. We conclude that, on $\mathbb{R}, \mathcal{L}^{1}=\mathcal{H}^{1}=\mathcal{S}^{1}$.

### 2.4 Carathéodory's Construction and Mappings

Carathéodory's construction is complicated enough that it is often a challenge to compute values of the resulting measure. For this reason, the next proposition is of considerable utility.

First recall that a partition of a set $A$ is a collection $\mathcal{P}$ of pairwise disjoint subsets of $A$ whose union equals $A$; that is,

$$
\begin{aligned}
P_{1} \cap P_{2} & =\emptyset \text { if } P_{1}, P_{2} \in \mathcal{P} \text { with } P_{1} \neq P_{2} \\
A & =\bigcup_{P \in \mathcal{P}} P
\end{aligned}
$$

Proposition 2.4.1 Let $\psi$ be the result of applying Carathéodory's construction to the family $\mathcal{F}$ using a gauge function $\zeta$. Suppose that every element

[^15]of $\mathcal{F}$ is a Borel set, and suppose that the gauge function satisfies the subadditivity condition
\[

$$
\begin{equation*}
\zeta(A) \leq \sum_{B \in \mathcal{G}} \zeta(B) \tag{2.12}
\end{equation*}
$$

\]

whenever $\mathcal{G}$ is a countable subfamily of $\mathcal{F}$ with $A \subseteq \cup_{B \in \mathcal{G}} B$.
If $A \subseteq \mathbb{R}^{N}$ is any set in $\mathcal{F}$, then we have

$$
\psi(A)=\sup \left\{\sum_{B \in \mathcal{H}} \zeta(B): \mathcal{H} \text { is a } \mathcal{F} \text { partition of } A\right\}
$$

Furthermore, if $\mathcal{H}_{1}, \mathcal{H}_{2}, \ldots$ are $\mathcal{F}$ partitions of $A$, then

$$
\limsup _{j \rightarrow \infty}\left\{\operatorname{diam} B: B \in \mathcal{H}_{j}\right\}=0 \quad \text { implies } \quad \lim _{j \rightarrow \infty} \sum_{B \in \mathcal{H}_{j}} \zeta(B)=\psi(A) .
$$

Proof. Of course $\zeta(S) \leq \psi(S)$ holds for every set $S \in \mathcal{F}$. Since any $S \in \mathcal{F}$ is a Borel set and any Borel set is $\psi$-measurable, thus every $S \in \mathcal{F}$ is $\psi$-measurable. It follows that

$$
\sum_{B \in \mathcal{H}} \zeta(B) \leq \sum_{B \in \mathcal{H}} \psi(B)=\psi(A)
$$

whenever $\mathcal{H}$ is a $\mathcal{F}$ partition of $A$.
If the diameters of the members of the partitions $\mathcal{H}_{j}$ of $A$ approach 0 as $j \rightarrow \infty$, then we also have

$$
\psi(A) \leq \liminf _{j \rightarrow \infty} \sum_{B \in \mathcal{H}_{j}} \zeta(B) \leq \liminf _{j \rightarrow \infty} \sum_{B \in \mathcal{H}_{j}} \psi(B)
$$

Proposition 2.4.1 can be applied to the construction of $\mathcal{G}^{m}$ and $\mathcal{I}_{t}^{m}$. One concludes that

$$
\mathcal{I}_{t}^{m}=\lim _{s \rightarrow t^{-}} \mathcal{I}_{s}^{m} \quad \text { for } 1 \leq t \leq \infty
$$

The theorem cannot be applied to $\mathcal{H}^{m}, \mathcal{S}^{m}, \mathcal{T}^{m}$, or $\mathcal{Q}_{t}^{m}$. For instance, there is no hope of $\zeta_{1}$ satisfying (2.12) since, in general, $\operatorname{diam}(A \cup B)$ is in no way bounded by the two numbers $\operatorname{diam} A$ and $\operatorname{diam} B$.

Now we introduce the notion of the multiplicity of a mapping.
Definition 2.4.2 Suppose that $f: X \rightarrow Y$. We let $N(f, y)$ denote the number of elements of $f^{-1}(\{y\})$. More precisely, for $y \in Y$, we set

$$
N(f, y)=\left\{\begin{array}{cl}
\operatorname{card}\{x \in X: f(x)=y\} & \text { if }\{x \in X: f(x)=y\} \text { is finite }, \\
\infty & \text { otherwise }
\end{array}\right.
$$

We call $N(f, y)$ the multiplicity of $f$ at $y$.

Proposition 2.4.3 Let $\mu$ be a measure on $\mathbb{R}^{N}$, let $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$, and let $\mathcal{F}$ be the family of Borel subsets of $\mathbb{R}^{M}$. Assume that $f(A)$ is $\mu$-measurable whenever $A \in \mathcal{F}$. If we set

$$
\zeta(S)=\mu[f(S)] \quad \text { for } S \subseteq X
$$

and if $\psi$ is the result of Carathéodory's construction on $\mathbb{R}^{M}$ using the gauge $\zeta$ on the family $\mathcal{F}$, then

$$
\psi(A)=\int N(f \mid A, y) d \mu(y) \text { for every } A \in \mathcal{F}
$$

Proof. Let $\mathcal{H}_{1}, \mathcal{H}_{2}, \ldots$ be Borel partitions of $A$ such that each member of $\mathcal{H}_{j}$ is the union of some subfamily of $\mathcal{H}_{j+1}$ and

$$
\sup \left\{\operatorname{diam} S: S \in \mathcal{H}_{j}\right\} \rightarrow 0 \quad \text { as } j \rightarrow \infty
$$

Then

$$
\sum_{S \in \mathcal{H}_{j}} \chi_{f(S)}(y) \uparrow N(f \mid A, y) \quad \text { as } j \uparrow \infty
$$

for each $y \in Y$. Thus the last proposition and the Lebesgue monotone convergence theorem imply that

$$
\psi(A)=\lim _{j \rightarrow \infty} \sum_{S \in \mathcal{H}_{j}} \mu[f(S)]=\lim _{j \rightarrow \infty} \int \sum_{S \in \mathcal{H}_{j}} \chi_{f(S)} d \mu=\int N(F \mid A, y) d \mu(y)
$$

Definition 2.4.4 Let $X$ and $Y$ be metric spaces with metrics dist $X$ and $\operatorname{dist}_{Y}$, respectively. A function $f: X \rightarrow Y$ is said to be Lipschitz of order $1,{ }^{7}$ or simply Lipschitz, if there exists $M<\infty$ such that

$$
\begin{equation*}
\operatorname{dist}_{Y}\left[f\left(x_{1}\right), f\left(x_{2}\right)\right] \leq M \operatorname{dist}_{X}[x, y] \tag{2.13}
\end{equation*}
$$

holds for all $x_{1}, x_{2} \in X$. The least choice of $M$ that makes (2.13) true is called the Lipschitz constant for $f$ and is denoted by $\operatorname{Lip} f$.

Corollary 2.4.5 If $f$ is a Lipschitz mapping of $\mathbb{R}^{M}$ into $\mathbb{R}^{N}$, if $0 \leq m<\infty$, and if $A \subseteq \mathbb{R}^{M}$ is Borel, then

$$
(\operatorname{Lip} f)^{m} \cdot \mathcal{H}^{m}(A) \geq \int N(f \mid A, y) d \mathcal{H}^{m}(y)
$$

[^16]Proof. We apply Proposition 2.4 .3 with $\mu$ replaced by $\mathcal{H}^{m}$, so we have $\zeta(S)=\mathcal{H}^{m}[f(S)]$. It is elementary that

$$
\mathcal{H}^{m}[f(S)] \leq(\operatorname{Lip} f)^{m} \cdot \mathcal{H}^{m}(S) \quad \text { for } S \subseteq \mathbb{R}^{M}
$$

and the result follows.

Now an interesting geometric upshot of this discussion is the following:
Corollary 2.4.6 If $C \subseteq \mathbb{R}^{M}$ is connected then

$$
\mathcal{H}^{1}(C) \geq \operatorname{diam} C
$$

Proof. We may of course assume that $\mathcal{H}^{1}(C)<\infty$. Choose a Borel set $B \supseteq C$ such that $\mathcal{H}^{1}(B)=\mathcal{H}^{1}(C)$.

For $a, b \in C$, we define $F: \mathbb{R}^{M} \rightarrow \mathbb{R}$ by setting $F(x)=\operatorname{dist}(a, x)$ for $x \in \mathbb{R}^{M}$. Then, by the previous corollary and our discussion of Hausdorff measure in one dimension,

$$
\mathcal{H}^{1}(C)=\mathcal{H}^{1}(B) \geq \int N(F \mid B, y) d \mathcal{H}^{1}(y) \geq \mathcal{H}^{1}[F(C)] \geq \operatorname{dist}(a, b)
$$

just because $0=F(a)$ and $F(b)$ belong to the interval $F(C)$. That proves the result.

The reader may have noticed that Corollary 2.4.5 allows us to conclude that $(\operatorname{Lip} f)^{m} \cdot \mathcal{H}^{m}(A) \geq \mathcal{H}^{m}[f(A)]$. In fact, this last conclusion follows directly from the definition without any hypothesis on $A$.

Proposition 2.4.7 If $f$ is a Lipschitz mapping of $\mathbb{R}^{M}$ into $\mathbb{R}^{N}$, if $0 \leq m<$ $\infty$, and if $A \subseteq \mathbb{R}^{M}$ is any set, then

$$
(\operatorname{Lip} f)^{m} \cdot \mathcal{H}^{m}(A) \geq \mathcal{H}^{m}[f(A)]
$$

### 2.5 The Concept of Hausdorff Dimension

The concept of Hausdorff dimension relies on the following conclusions of Proposition 2.1.2:


Figure 2.3: The Sierpinski gasket.
(1) If $\mathcal{H}^{m}(A)<\infty$ then $\mathcal{H}^{k}(A)=0$ for any $m<k<\infty$.
(2) If $\mathcal{H}^{m}(A)=+\infty$ then $\mathcal{H}^{k}(A)=+\infty$ for any $0 \leq k<m$.

Definition 2.5.1 The Hausdorff dimension of a set $A \subseteq \mathbb{R}^{N}$ is

$$
\begin{aligned}
\operatorname{dim}_{\mathcal{H}} A & =\sup \left\{s: \mathcal{H}^{s}(A)>0\right\}=\sup \left\{s: \mathcal{H}^{s}(A)=\infty\right\} \\
& =\inf \left\{t: \mathcal{H}^{t}(A)<\infty\right\}=\inf \left\{t: \mathcal{H}^{t}(A)=0\right\}
\end{aligned}
$$

It is clear that the Hausdorff dimension of a set $A \subseteq \mathbb{R}^{N}$ is that unique extended real number $\alpha$ with the property that

$$
\begin{aligned}
& s<\alpha \text { implies } \mathcal{H}^{s}(A)=\infty \\
& t>\alpha \text { implies } \mathcal{H}^{t}(A)=0
\end{aligned}
$$

When $s=\alpha=\operatorname{dim}_{\mathcal{H}} A$, we cannot know anything for sure about $\mathcal{H}^{s}(A)$. That is to say, the value could be 0 or positive finite or infinity. If, for a given $A$, we can find an $s$ such that $0<\mathcal{H}^{s}(A)<\infty$ then it must be that $s=\operatorname{dim}_{\mathcal{H}} A$. While the Hausdorff dimension of the set $A$ can be an integer, in general this is not the case. Figure 2.3 illustrates a classic example [due to Waclaw Sierpinski (1882-1969)] of a set with Hausdorff dimension $\log 3 / \log 2$.

Clearly the notion of Hausdorff dimension has the properties of monotonicity and stability with respect to countable unions:

$$
\begin{aligned}
& \operatorname{dim}_{\mathcal{H}} A \leq \operatorname{dim}_{\mathcal{H}} B \quad \text { for } A \subseteq B \subseteq \mathbb{R}^{N} ; \\
& \operatorname{dim}_{\mathcal{H}}\left(\bigcup_{j=1}^{\infty} A_{j}\right)=\sup _{j} \operatorname{dim}_{\mathcal{H}} A_{j} \quad \text { for } A_{j} \subseteq \mathbb{R}^{N}, j=1,2, \ldots
\end{aligned}
$$

It is not difficult to show that $\operatorname{dim}_{\mathcal{H}} \mathbb{R}^{N}=N$ and the dimension of a line segment is 1 . More generally, the dimension of any compact, $C^{1}$ curve is 1 . For one can use the implicit function theorem to locally flatten the curve, and then the result follows from that for a segment. The dimension of any discrete set is 0 .

Sometimes sets have surprising Hausdorff dimensions. Probably the first such surprise was exhibited in [Osg 03] when William Fogg Osgood (18641943) published his example of a Jordan $\operatorname{arc}^{8} \gamma$ in $\mathbb{R}^{2}$ that has positive area, hence $\operatorname{dim}_{\mathcal{H}} \gamma=2$ (see [PS 92] for a generalization to a Jordan arc $\gamma$ in $\mathbb{R}^{N}$ with $\operatorname{dim}_{\mathcal{H}} \gamma=N$ ).

A recent result of note is that of Mitsuhiro Shishikura [Shi 98] showing that the boundary of the Mandelbrot set has Hausdorff dimension 2. ${ }^{9}$

We construct the $m$-dimensional Hausdorff measure by summing $m$ th powers of the diameters of the covering sets. But, in some contexts, it is convenient to apply another function to the diameters. For example, in the study of Brownian motion ${ }^{10}$ (see Figure 2.4) it is useful to consider the gauges

$$
\zeta(S)=[\operatorname{diam} S]^{2} \cdot \log \log [\operatorname{diam} S]^{-1} \quad \text { in dimension } \geq 3
$$

and

$$
\zeta(S)=[\operatorname{diam} S]^{2} \cdot \log [\operatorname{diam} S]^{-1} \cdot \log \log [\operatorname{diam} S]^{-1} \quad \text { in dimension } 2 .
$$

It can be shown that the trajectories of Brownian motion have positive and $\sigma$-finite measure with respect to the measures that are created from Carathéodory's construction with these gauges $\zeta$.

[^17]

Figure 2.4: Brownian motion.

### 2.6 Some Cantor Set Examples

In this section, we construct examples of sets of various Hausdorff dimensions. Much of our discussion follows [Mat 95]. Certainly additional examples can be found in Sections 2.10.28, 2.10.29, 3.3.19, and 3.3.20 of [Fed 69].

### 2.6.1 Basic Examples

Fix a parameter $0<\lambda<1 / 2$. Set $I_{0}=[0,1]$ and let $I_{1,1}$ and $I_{1,2}$ be the intervals $[0, \lambda]$ and $[1-\lambda, 1]$ respectively. Inductively, if the $2^{k-1}$ intervals $I_{k-1,1}, I_{k-1,2}, \ldots, I_{k-1,2^{k-1}}$, each having length $\lambda^{k-1}$, have been constructed, then we define $I_{k, 1}, \ldots, I_{k, 2^{k}}$ by deleting an interval of length (1$2 \lambda) \cdot \operatorname{diam}\left(I_{k-1, j}\right)=(1-2 \lambda) \cdot \lambda^{k-1}$ from the middle of each $I_{k-1, j}$. All of the $2^{k}$ intervals thus obtained at this $k$ th step have length $\lambda^{k}$, so $\mathcal{H}^{1}\left[\bigcup_{j=1}^{2 k} I_{k, j}\right]=$ $(2 \lambda)^{k}$.

We may pass to a limit of this construction in the usual "direct limit" or "limsup" manner: We set

$$
C(\lambda)=\bigcap_{k=0}^{\infty} \bigcup_{j=1}^{2^{k}} I_{k, j} .
$$

See Figure 2.5. Then it is easy to see that $C(\lambda)$ is a compact, nonempty, perfect set and therefore is uncountable. It has no interior and it has Lebesgue


Figure 2.5: A Cantor set.
measure zero. Every $C(\lambda), 0<\lambda<1 / 2$, is a Cantor set ${ }^{11}$, and any two are homeomorphic. The most frequently encountered rendition of the sets $C(\lambda)$ is the case $\lambda=1 / 3$, which is the Cantor middle-thirds set.

It is convenient now to study the Hausdorff measures and dimensions of these Cantor sets. The nature of Carathéodory's construction shows immediately that it is easier to find upper bounds than lower bounds for Hausdorff measure. This is because any particular covering gives an upper bound, but a lower bound requires an estimate over all coverings. Our calculations will bear out this assertion.

We let $\mathcal{H}_{\delta}^{m}$ denote the preliminary measure $\phi_{\delta}$ of (2.1) constructed using the gauge $\zeta_{1}$ of (2.4); that is,

$$
\begin{aligned}
\mathcal{H}_{\delta}^{m}(A)=\inf \left\{\sum_{S \in \mathcal{G}} \Omega_{m} 2^{-m}(\operatorname{diam} S)^{m}\right. & \\
& \left.\mathcal{G} \subseteq\{S: \operatorname{diam} S \leq \delta\} \text { and } A \subseteq \bigcup_{S \in \mathcal{G}} S\right\}
\end{aligned}
$$

To begin, for each $k=1,2, \ldots$, we have $C(\lambda) \subseteq \bigcup_{j} I_{k, j}$ hence

$$
\mathcal{H}_{\lambda^{k}}^{m}[C(\lambda)] \leq \sum_{j=1}^{2^{k}} \operatorname{diam}\left(I_{k, j}\right)^{m}=2^{k} \lambda^{k m}=\left(2 \lambda^{m}\right)^{k}
$$

[^18]To make this upper bound truly useful, we would like it to remain uniformly bounded as $k \rightarrow+\infty$. Of course the least value of $m$ for which this occurs is provided by the equation $2 \lambda^{m}=1$, i.e.,

$$
m=\frac{\log 2}{\log (1 / \lambda)}
$$

For this choice of $m$ we have

$$
\mathcal{H}^{m}[C(\lambda)]=\lim _{k \rightarrow+\infty} \mathcal{H}_{\lambda^{k}}^{m}[C(\lambda)] \leq 1
$$

Hence $\operatorname{dim}_{\mathcal{H}} C(\lambda) \leq m$.
Our next calculation will show that $\mathcal{H}^{m}[C(\lambda)] \geq 1 / 4$. Hence we will be able to conclude that

$$
\begin{equation*}
\operatorname{dim}_{\mathcal{H}} C(\lambda)=\frac{\log 2}{\log (1 / \lambda)} \tag{2.14}
\end{equation*}
$$

To prove this new estimate, we need only show that

$$
\begin{equation*}
\sum_{j} \operatorname{diam}\left(I_{j}\right)^{m} \geq \frac{1}{4} \tag{2.15}
\end{equation*}
$$

whenever the $I_{j}$ are open intervals covering $C(\lambda)$. The set $C(\lambda)$ is compact, hence finitely many of the $I_{j}$ s cover $C(\lambda)$. Hence we may as well assume from the outset that $C(\lambda)$ is covered by $I_{1}, \ldots, I_{n}$.

Since $C(\lambda)$ certainly has no interior, we can suppose (making the $I_{j}$ slightly larger if necessary) that the endpoints of each $I_{j}$ lie outside $C(\lambda)$. Then we may select a number $\delta>0$ such that the Euclidean distance from the set of all endpoints of the $I_{j}$ to $C(\lambda)$ is at least $\delta$. We select $k>0$ so large that $\delta>\lambda^{k}=\operatorname{diam}\left(I_{k, i}\right)$. Thus each interval $I_{k, i}$ is contained in some $I_{j}$.

Next we claim that, for any open interval $I$ and any fixed index $\ell$, we have the inequality

$$
\begin{equation*}
\sum_{I_{\ell, i} \subseteq I} \operatorname{diam}\left(I_{\ell, i}\right)^{m} \leq 4 \cdot \operatorname{diam}(I)^{m} \tag{2.16}
\end{equation*}
$$

This claim will give (2.15), since

$$
4 \sum_{j} \operatorname{diam}\left(I_{j}\right)^{m} \geq \sum_{j} \sum_{I_{k, \ell} \subseteq I_{j}} \operatorname{diam}\left(I_{k, i}\right)^{m} \geq \sum_{i=1}^{2^{k}} \operatorname{diam}\left(I_{k, i}\right)^{m}=1
$$

It remains then to prove (2.16).
So suppose that there are some intervals $I_{\ell, i}$ which lie inside $I$ and let $n$ be the least integer for which $I$ contains some $I_{n, i}$. Then $n \leq \ell$. Let $I_{n, j_{1}}, I_{n, j_{2}}, \ldots, I_{n, j_{p}}$ be all the $n$ th-generation intervals which have nontrivial intersection with $I$. Then $p \leq 4$ since otherwise $I$ would contain some $I_{n-1, i}$. Thus
$4 \cdot \operatorname{diam}(I)^{m} \geq \sum_{s=1}^{p} \operatorname{diam}\left(I_{n, j_{s}}\right)^{m}=\sum_{s=1}^{p} \sum_{I_{\ell, i} \subseteq I_{n, j_{s}}} \operatorname{diam}\left(I_{\ell, i}\right)^{m} \geq \sum_{I_{\ell, i} \subseteq I} \operatorname{diam}\left(I_{\ell, i}\right)^{m}$.
That completes the proof.

It is actually possible, with some refined efforts, to show that $\sum \operatorname{diam}\left(I_{j}\right)^{m} \geq$ 1 , which gives the sharper fact that $\mathcal{H}^{m}[C(\lambda)]=1$.

It is worth noting the intuitive fact that, when $\lambda$ increases, the size of the deleted holes decreases and therefore the sets $C(\lambda)$ become larger. Corresponding to this intuitive observation, (2.14) shows that $\operatorname{dim}_{\mathcal{H}} C(\lambda)$ increases as $\lambda$ increases. Also observe that, when $\lambda$ increases from 0 to $1 / 2$ then $\operatorname{dim}_{\mathcal{H}} C(\lambda)$ takes all the values between 0 and 1 .

### 2.6.2 Some Generalized Cantor Sets

In the preceding construction of Cantor sets we always kept constant the ratio of the lengths of intervals in two successive stages of the construction. We are not bound to do so, and we can thus introduce the following variant of the construction.

Let $T=\left\{\lambda_{i}\right\}$ be a sequence of numbers in the interval $(0,1 / 2)$. We construct a set $C(T)$ as in the last subsection, but we now take the intervals $I_{k, j}$ to have length $\lambda_{k} \cdot \operatorname{diam}\left(I_{k-1, i}\right)$. Then, for each $k$, we obtain $2^{k}$ intervals of length $s_{k}=\lambda_{1} \cdot \lambda_{2} \cdots \lambda_{k}$.

Let $h:[0, \infty) \rightarrow[0, \infty)$ be a continuous, increasing function satisfying $h\left(s_{k}\right)=2^{-k}$. Then, by the argument of the preceding subsection, the measure $\psi$ resulting from Carathéodory's construction using the gauge $\zeta(S)=h(\operatorname{diam} S)$ satisfies

$$
\frac{1}{4} \leq \psi[C(T)] \leq 1
$$

We can also run this argument in the converse direction. Beginning with any continuous, increasing function $h:[0, \infty,) \rightarrow[0, \infty)$ satisfying $h(0)=0$
and $h(2 r)<2 h(r)$ for $0<r<\infty$, we inductively select $\lambda_{1}, \lambda_{2}, \ldots$ so that $h\left(s_{k}\right)=h\left(\lambda_{1} \cdot \lambda_{2} \cdots \lambda_{k}\right)=e^{-k}$ holds. For any such $h$ there is then a compact set $C_{h} \subseteq \mathbb{R}^{1}$ such that $0<\psi_{h}\left(C_{h}\right)<\infty$, where $\psi_{h}$ is the measure resulting from Carathéodory's construction using the gauge $\zeta(S)=h(\operatorname{diam} S)$.

Now, fix $0<m \leq 1$. Letting $h(0)=0$ and $h(r)=r^{m} \log (1 / r)$ for $r$ small, we observe that the condition $h(2 r)<2 h(r)$ is satisfied for $r$ small and thus we can find a compact set $C_{h}$ with $\psi_{h}\left(C_{h}\right)$ positive and finite. By comparing $r^{m} \log (1 / r)$ to $r^{m}$ for $r$ small, we conclude that $\mathcal{H}^{m}\left(C_{h}\right)=0$, while, by comparing $r^{m} \log (1 / r)$ to $r^{s}, 0 \leq s<r$, for $r$ small, we conclude that $\operatorname{dim}_{\mathcal{H}} C_{h}=m$. On the other hand, choosing $h(r)=r^{m} / \log (1 / r)$ instead (for $r$ small), we see that the condition $h(2 r)<2 h(r)$ is again satisfied for $r$ small and we see that $C_{h}$ has non- $\sigma$-finite $\mathcal{H}^{m}$ measure and Hausdorff dimension $m$. In particular, the extreme cases $s=0$ and $s=1$ give, respectively, a set of dimension 1 with zero Lebesgue measure and an uncountable set of dimension zero.


Figure 2.6: A higher-dimensional Cantor set.

### 2.6.3 Cantor Sets in Higher Dimensions

Of course Cantor sets can be constructed in dimensions 2 and higher, following the paradigm of the last section. The idea is illustrated in Figure 2.6.

To illustrate the utility of these Cantor sets in constructing examples for Hausdorff dimension, we now describe one result.

Suppose that, for $k=1,2, \ldots$ we have compact sets $E_{i_{1}, i_{2}, \ldots, i_{k}}$ with $i_{j}=$ $1, \ldots, n_{j}$. Further assume that

$$
\begin{align*}
& E_{i_{1}, \ldots, i_{k}, i_{k+1}} \subseteq E_{i_{1}, \ldots, i_{k}}  \tag{2.17}\\
& d_{k}=\max _{i_{1}, \ldots, i_{k}} \operatorname{diam}\left(E_{i_{1}, \ldots, i_{k}}\right) \rightarrow 0 \quad \text { as } k \rightarrow \infty  \tag{2.18}\\
& \sum_{j=1}^{n_{k+1}} \operatorname{diam}\left(E_{i_{1}, \ldots, i_{k}, j}\right)^{m}=\operatorname{diam}\left(E_{i_{1}, \ldots, i_{k}}\right)^{m}  \tag{2.19}\\
& \sum_{B \cap E_{i_{1}, \ldots, i_{k} \neq \emptyset}} \operatorname{diam}\left(E_{i_{1}, \ldots, i_{k}}\right)^{m} \leq c \cdot \operatorname{diam}(B)^{m}  \tag{2.20}\\
& \text { for any ball } B \text { with } \operatorname{diam}(B) \geq d_{k},
\end{align*}
$$

where $0<c<\infty$ is a constant. Define the set

$$
\begin{equation*}
\mathcal{E}=\bigcap_{k=1}^{\infty} \bigcup_{i_{1}, \ldots, i_{k}} E_{i_{1}, \ldots, i_{k}} \tag{2.21}
\end{equation*}
$$

It is immediate from (2.19) that $\mathcal{H}^{m}(\mathcal{E})$ is finite. To see that $\mathcal{H}^{m}(\mathcal{E})$ is also positive, suppose that $\mathcal{E}$ is covered by a family of sets of diameter less than $\delta$. We can replace each set in the family by an open ball of slightly more than twice the set's diameter while still covering $\mathcal{E}$. Thus we may suppose that $\mathcal{E}$ is covered by a family of open balls. Since $\mathcal{E}$ is compact, we may suppose the family of open balls is finite. So we have $\mathcal{E} \subseteq \bigcup_{\alpha=1}^{A} U_{\alpha}$, where each $U_{\alpha}$ is an open ball. Since as a function of $k, \bigcup_{i_{1}, \ldots, i_{k}} E_{i_{1}, \ldots, i_{k}}$ is a decreasing family of compact sets, there is a $k_{0}$ so that

$$
\bigcup_{i_{1}, \ldots, i_{k_{0}}} E_{i_{1}, \ldots, i_{k_{0}}} \subseteq \bigcup_{\alpha=1}^{A} U_{\alpha}
$$

Now using (2.20), we estimate

$$
\begin{aligned}
\sum_{\alpha=1}^{A} \operatorname{diam} U_{\alpha} & \geq c^{-1} \sum_{\alpha+1}^{A} \sum_{U_{\alpha} \cap E_{i_{1}, \ldots, i_{k}} \neq \emptyset} \operatorname{diam}\left(E_{i_{1}, \ldots, i_{k_{0}}}\right)^{m} \\
& \geq c^{-1} \sum_{i_{1}, \ldots, i_{k_{0}}} \operatorname{diam}\left(E_{i_{1}, \ldots, i_{k_{0}}}\right)^{m}=c^{-1} \sum_{i_{1}=1}^{n_{1}} \operatorname{diam}\left(E_{i_{1}}\right)^{m}
\end{aligned}
$$

Thus $\mathcal{H}^{m}(\mathcal{E})$ is greater than $C \cdot \sum_{i_{1}=1}^{n_{1}} \operatorname{diam}\left(E_{i_{1}}\right)^{m}$, where $C$ depends only on $c, m$.
Example 2.6.1 Let $E$ be the unit ball $\overline{\mathbb{B}}(0,1) \subseteq \mathbb{R}^{2}$. Consider the subset $\widetilde{E}$ of $E$ consisting of balls or radius $1 / 4$ centered at the four points

$$
\begin{array}{ll}
v_{1}=(3 / 4,0), & v_{2}=(1 / 4, \sqrt{2} / 2) \\
v_{3}=(-3 / 4,0), & v_{4}=(-1 / 4,-\sqrt{2} / 2)
\end{array}
$$

We want to recursively define sets of closed balls by starting with $\widetilde{E}$ and at each stage of the construction replacing each ball with a scaled copy of $\widetilde{E}$ (see Figure 2.7). More precisely, for $k=1,2, \ldots$ and $i_{j} \in\{1,2,3,4\}$, for $j=1,2, \ldots, k$, set

$$
p_{1_{1}, i_{2}, \ldots, i_{k}}=\sum_{j=1}^{k}(1 / 4)^{j-1} v_{i_{j}}, \quad E_{i_{1}, i_{2}, \ldots, i_{k}}=\overline{\mathbb{B}}\left[p_{1_{1}, i_{2}, \ldots, i_{k}},(1 / 4)^{k}\right]
$$



Figure 2.7: The first two stages in the construction in Example 2.6.1.

These sets satisfy (2.17)-(2.20) with $d_{k}=2(1 / 4)^{k}$, $m=1$, and $c=4$. With $\mathcal{E}$ defined as in (2.21), we conclude that $0<\mathcal{H}^{1}(\mathcal{E})<\infty$, so $\mathcal{E}$ is of Hausdorff dimension 1 .

The set $\mathcal{E}$ that we have just constructed projects orthogonally onto the full interval $[-1,1]$ on the $x$-axis. For orthogonal projection onto any line with slope $1 / \sqrt{2}, \mathcal{E}$ projects to a set of Hausdorff dimension $1 / 2$. An interesting feature of this set is that, for lines with slope $-\sqrt{2}$, i.e., lines perpendicular to those with slope $1 / \sqrt{2}, \mathcal{E}$ again projects to a set of Hausdorff dimension $1 / 2$.

There is an extensive literature of self-similar sets and their Hausdorff measures and dimensions. We refer the reader to [Mat 95] and [Rog 98] for further particulars on this topic.

References for additional interesting and instructive sets can be found in Sections 2.10.6 and 3.3.21 of [Fed 69].

## Chapter 3

## Invariant Measures and the Construction of Haar Measure

The $N$-dimensional Lebesgue measure $\mathcal{L}^{N}$, the most commonly used measure on $\mathbb{R}^{N}$, has the property that $\mathcal{L}^{N}(A)=\mathcal{L}^{N}(b+A)$ for any set $A$ and translation by any element $b \in \mathbb{R}^{N}$. In fact this translation invariance essentially characterizes Lebesgue measure on $\mathbb{R}^{N}$. However, consider instead the space $\mathbb{R}^{+} \equiv\{x \in \mathbb{R}: x>0\}$ with the group operation being multiplication (instead of addition). Now what is the invariant measure?

In fact the reader may verify that the measure $d x / x$ is invariant under the group action. Indeed, if $A$ is a measurable set and $b \in \mathbb{R}^{+}$then

$$
\int_{\mathbb{R}^{+}} \chi_{A}(x \cdot b) \frac{d x}{x}=\int_{\mathbb{R}^{+}} \chi_{A}(x) \frac{d x}{x} .
$$

More generally, one may ask "Is it possible to find an invariant measure on any topological group?" By a topological group we mean a topological space that also comes equipped with a binary operation that induces a group structure on the underlying set. We require that the group operations (product and inverse) be continuous in the given topology. Examples of topological groups are
(1) $\left(\mathbb{R}^{N},+\right), N$-dimensional Euclidean space under the operation of vector addition,
(2) $(\mathbb{T}, \cdot)$, the circle group consisting of the complex numbers with modulus 1 under the operation of complex multiplication,


Figure 3.1: Constructing Haar measure.
(3) $(\mathbf{O}(N), \cdot)$, the orthogonal group consisting of the orthogonal transformations of $\mathbb{R}^{N}$ under the operation of composition or, equivalently, consisting of the $N \times N$ orthogonal matrices under the operation of matrix multiplication,
(4) $(\mathrm{SO}(N), \cdot)$, the special orthogonal group consisting of the orientation preserving orthogonal transformations of $\mathbb{R}^{N}$ under the operation of composition or, equivalently, consisting of the $N \times N$ orthogonal matrices with determinant 1 under the operation of matrix multiplication.

While an invariant measure, called Haar measure, exists on any locally compact group, we shall concentrate our efforts in the present chapter on compact groups. One advantage of compact groups is that the left-invariant Haar measure and the right-invariant Haar measure are identical. For our purposes, the study of compact groups will suffice.

### 3.1 The Fundamental Theorem

The basic theorem about the existence and uniqueness of Haar measure is as follows. We first enunciate a result about invariant integrals. Of course an integral can be thought of as a linear functional on the continuous functions. Then we use a simple limiting argument to extend this functional from continuous functions to characteristic functions (see the corollary). Figure 3.1 illustrates the process of using translates of the graph of a function to approximate the characteristic function of a set.

Theorem 3.1.1 Let $G$ be a compact topological group. There is a unique, invariant integral $\lambda$ on $G$ such that $\lambda(1)=1$.

Remark 3.1.2 Specifically, the theorem requires that $\lambda$ be a monotone (or positive) Daniell integral, ${ }^{1}$ that is, a linear functional on the continuous functions such that, for continuous $f, g$, and $f_{n}, n=1,2, \ldots, f \leq g$ implies $\lambda(f) \leq \lambda(g)$ and $f_{n} \uparrow f$ implies $\lambda\left(f_{n}\right) \uparrow \lambda(f)$ (see [Fed 69; 2.5] or [Roy 88; Chapter 16]). The invariance of $\lambda$ means that, if $\varphi$ is a continuous function on $G$, if $g \in G$, and if $\varphi_{g}(x) \equiv \varphi(g x)$, then

$$
\lambda(\varphi)=\lambda\left(\varphi_{g}\right) .
$$

Corollary 3.1.3 Let $G$ be a compact topological group. There is a unique, invariant Radon measure $\mu$ on $G$ such that $\mu(G)=1$. The invariance of $\mu$ means that, for all sets $A \subseteq G$ and $g \in G$,

$$
\mu(A)=\mu\{g a: a \in A\}=\mu\left\{a g^{-1}: a \in A\right\}
$$

Proof of the Theorem: We take $\mathcal{B}$ to be the family of sets of the form

$$
\left\{(x, y): x y^{-1} \in V\right\}
$$

for $V$ a neighborhood of $e$, the identity in the group $G$. Then $\mathcal{B}$ is the basis for a uniformity on $G$ (see [Kel 50] for the concept of uniformity).

Now let $C(G)$ denote the continuous functions on $G$, and let $C(G)^{+}$denote the non-negative, continuous functions. If $h \in G$ then let $A_{h}$ denote the operator of left-multiplication by $h$. If $u \in C(G)^{+}$and $0 \neq v \in C(G)^{+}$, then let $W(u, v)$ be the set of all maps $\xi: G \rightarrow\{t \in \mathbb{R}: 0 \leq t<\infty\}$ for which

$$
\begin{aligned}
& \{g \in G: \xi(g)>0\} \text { is finite and } \\
& u(x) \leq \sum_{g \in G} \xi(g) \cdot\left(v \circ A_{g}\right)(x)=\sum_{g \in G} \xi(g) \cdot v(g x) .
\end{aligned}
$$

Now define the Haar ratio

$$
(u: v) \equiv \inf \left\{\sum_{G} \xi: \xi \in W(u, v)\right\}
$$

Clearly $W(u, v) \neq \emptyset$ and $(u: v) \geq\left[\sup _{x \in G} u(x)\right] /\left[\sup _{x \in G} v(x)\right]$. Also

$$
\begin{aligned}
& \left(u \circ A_{h}: v\right)=(u: v) \text { for } h \in G \\
& (c u: v)=c(u: v) \text { for } 0<c<\infty \\
& \left(u_{1}+u_{2}: v\right) \leq\left(u_{1}: v\right)+\left(u_{2}: v\right) \\
& u_{1} \leq u_{2} \text { implies }\left(u_{1}: v\right) \leq\left(u_{2}: v\right) .
\end{aligned}
$$

[^19]If $u, v, w \in C(G)^{+}$are all non-zero, then

$$
(u: w) \leq(u: v) \cdot(v: w)
$$

just because $\xi \in W(u, v)$ and $\eta \in W(v, w)$ imply

$$
u \leq \sum_{g \in G} \xi(g) \cdot \sum_{h \in G} \eta(h) \cdot\left(w \circ A_{h} \circ A_{g}\right)=\sum_{k \in G}\left(w \circ A_{k}\right),
$$

with $\zeta(k)=\sum_{h g=k} \xi(g) \cdot \eta(h)$ and $\sum_{G} \zeta=\sum_{G} \xi \cdot \sum_{G} \eta$. As a result,

$$
\frac{1}{(w: u)} \leq \frac{(u: v)}{(w: v)} \leq(u: w)
$$

Now fix a $0 \neq w \in C(G)^{+}$and consider the cartesian product $P$ of the compact intervals

$$
\{t \in \mathbb{R}: 0 \leq t \leq(u: w)\}
$$

corresponding to all $u \in C(G)^{+}$. Whenever $0 \neq v \in C(G)^{+}$, we define $p_{v} \in P$ by

$$
p_{v}(u)=\frac{(u: v)}{(w: v)} \text { for } u \in C(G)^{+}
$$

With each $\beta \in \mathcal{B}$ (here $\mathcal{B}$ is the uniformity specified at the outset of this proof) we associate the closed set

$$
S(\beta)=\overline{\left\{p_{v}:(\operatorname{spt} v) \times(\operatorname{spt} v) \subseteq \beta\right\}} .
$$

If $\beta_{1}, \beta_{2}, \beta_{3} \in \mathcal{B}$ and $\beta_{1} \cap \beta_{2} \supseteq \beta_{3}$ then $S\left(\beta_{1}\right) \cap S\left(\beta_{2}\right) \supseteq S\left(\beta_{3}\right) \neq \emptyset$. Thus, since $P$ is compact, there is a point

$$
\lambda \in \bigcap_{\beta \in \mathcal{B}} S(\beta)
$$

This function $\lambda$ turns out to be a nonzero invariant integral on $C(G)^{+}$. That is to say, it is a bounded linear functional on $C(G)^{+}$, and it extends naturally to $C(G)$. The properties that we desire for $\lambda$ follow immediately from the properties of the approximating functions $p_{v}$. The only nontrivial part of the verification is proving that

$$
\begin{equation*}
\lambda\left(u_{1}+u_{2}\right) \geq \lambda\left(u_{1}\right)+\lambda\left(u_{2}\right) \text { whenever } u_{1}, u_{2} \in C(G)^{+} . \tag{3.1}
\end{equation*}
$$

To prove (3.1), we choose $f \in C(G)^{+}$satisfying

$$
\operatorname{spt} u_{1} \cup \operatorname{spt} u_{2} \subseteq\{x \in G: f(x)>0\}
$$

For any $\epsilon>0$, we define $s, r_{1}, r_{2} \in C(G)^{+}$so that

$$
s=u_{1}+u_{2}+\epsilon f, r_{j} s=u_{j} \text { and } \operatorname{spt} r_{j}=\operatorname{spt} u_{j} \text { for } j \in\{1,2\} .
$$

Now we use the uniform continuity of $r_{1}, r_{2}$ to obtain $\beta \in \mathcal{B}$ such that

$$
\left|r_{j}(x)-f_{j}(y)\right| \leq \epsilon \text { whenever }(x, y) \in \beta, j \in\{1,2\}
$$

For any $v \in S(\beta), a \in \operatorname{spt} v, \xi \in W(s, v)$, we define

$$
\xi_{j}(G)=\left[f_{j}\left(g^{-1} a\right)+\epsilon\right] \xi(g) \text { whenever } g \in G \text { and } j \in\{1,2\}
$$

We infer that

$$
u_{j}(x)=r_{j}(x) \cdot s(x) \leq \sum_{g \in G} r_{j}(x) \cdot \xi(g) \cdot v(g x) \leq \sum_{g \in G} \xi_{j}(g) \cdot v(g x)
$$

just because $v(g x) \neq 0$ implies that $(g x, a) \in \beta$ and $\left(x, g^{-1} a\right) \in \beta$. Thus $\xi_{j} \in W\left(u_{j}, v\right)$ and

$$
\left(u_{1}: v\right)+\left(u_{2}: v\right) \leq \sum_{G} \xi_{1}+\sum_{G} \xi_{2} \leq(1+2 \epsilon) \sum_{G} \xi
$$

since $r_{1}+r_{2} \leq 1$.
It follows that

$$
p_{v}\left(u_{1}\right)+p_{v}\left(u_{2}\right) \leq(1+2 \epsilon) p_{v}(s) \leq(1+2 \epsilon)\left[p_{v}\left(u_{1}+u_{2}\right)+\epsilon p_{v}(f)\right]
$$

whenever $v \in S(\beta)$. Since $\lambda \in \overline{S(\beta)}$, we may now conclude that

$$
\lambda\left(u_{1}\right)+\lambda\left(u_{2}\right) \leq(1+2 \epsilon)\left[\lambda\left(u_{1}+u_{2}\right)+\epsilon \lambda(f)\right] .
$$

Proof of the Corollary: If $E \subseteq G$ then let us say that a sequence of continuous functions $f_{j}$ is adapted to $E$ if
(a) $0 \leq f_{1} \leq f_{2} \leq \cdots$;
(b) $1 \leq \lim _{j \rightarrow \infty} f_{j}(x) \quad$ whenever $x \in E$.

We define a set-function $\phi$ by

$$
\begin{equation*}
\phi(E)=\inf \left\{\lim _{j \rightarrow \infty} \lambda\left(f_{j}\right):\left\{f_{j}\right\} \text { is adapted to } E\right\} \tag{3.2}
\end{equation*}
$$

Of course $\lambda$ is monotone, in the sense that $f \leq g$ implies $\lambda(f) \leq \lambda(g)$. So the limit in (3.2) will always exist.

Claim 1: The function $\phi$ is a measure on $G$.
To verify this assertion we must show that, if $E \subset \bigcup_{j=1}^{\infty} B_{j}$ then $\mu(E) \leq$ $\sum_{j} \mu\left(B_{j}\right)$. This follows because if $\left\{f_{\ell}^{j}\right\}$ is adapted to $B_{j}$ then the sequence of functions

$$
g_{m}=\sum_{j=1}^{m} f_{m}^{j}
$$

is adapted to $E$. Moreover,

$$
\lambda\left(g_{m}\right)=\sum_{j=1}^{m} \lambda\left(f_{m}^{j}\right) \leq \sum_{j=1}^{\infty} \lim _{\ell \rightarrow \infty} \lambda\left(f_{\ell}^{j}\right) .
$$

Claim 2: Suppose that $g \in C(G)^{+}, E$ is a set, $g(x) \leq 1$ for $x \in E$, and $g(x)=0$ for $x \notin E$. Then $\lambda(g) \leq \phi(A)$.

To see this, let $\left\{f_{j}\right\}$ be adapted to $E$. Then certainly

$$
h_{m} \equiv \inf \left\{f_{m}, g\right\} \uparrow g \quad \text { as } m \uparrow \infty .
$$

Thus

$$
\lambda(g)=\lim _{m \rightarrow \infty} \lambda\left(h_{m}\right) \leq \lim _{m \rightarrow \infty} \lambda\left(f_{m}\right) .
$$

Claim 3: Every $f \in C(G)^{+}$is $\phi$-measurable.
To prove this claim, let $T \subseteq X$ and $-\infty<a<b<\infty$. We shall show that

$$
\phi(T) \geq \phi(T \cap\{x: f(x) \leq a\})+\phi(T \cap\{x: f(x) \geq b\}) .
$$

The assertion is trivial if $a \leq 0$. Thus take $a \geq 0$ and assume that $\left\{g_{j}\right\}$ is adapted to $T$. Define

$$
h=\frac{1}{b-a} \cdot[\inf \{f, b\}-\inf \{f, a\}]
$$

and

$$
k_{m}=\inf \left\{g_{m}, h\right\}
$$

Since
(a) $0 \leq k_{m+1}-k_{m} \leq g_{m+1}-g_{m}$,
(b) $h(x)=1$ whenever $f(x) \geq b$,
(c) $h(x)=0$ whenever $f(x) \leq a$,
we see that the sequence $\left\{k_{j}\right\}$ is adapted to the set

$$
B \equiv T \cap\{x: f(x) \geq b\}
$$

and the sequence $\left\{g_{j}-k_{j}\right\}$ is adapted to the set

$$
A=T \cap\{x: f(x) \leq a\} .
$$

In conclusion,

$$
\lim _{m \rightarrow \infty} \lambda\left(g_{m}\right)=\lim _{m \rightarrow \infty}\left[\lambda\left(k_{m}\right)+\lambda\left(g_{m}-k_{m}\right)\right] \geq \phi(B)+\phi(A)
$$

Claim 4: If $f \in C(G)^{+}$then $\lambda(f)=\int f d \phi$.
For this assertion, let $f_{t}=\inf \{f, t\}$ whenever $t \geq 0$.
Now if $k>0$ is a positive integer and $\epsilon>0$, then
(a) $0 \leq f_{k \epsilon}(x)-f_{(k-1) \epsilon}(x) \leq \epsilon$ for $x \in G$;
(b) $f_{k \epsilon}(x)-f_{(k-1) \epsilon}(x)=\epsilon$ whenever $f(x) \geq k \epsilon$;
(c) $f_{k \epsilon}(x)-f_{(k-1) \epsilon}(x)=0$ whenever $f(x) \leq(k-1) \epsilon$.

As a result,

$$
\begin{aligned}
\lambda\left(f_{k \epsilon}-f_{(k-1) \epsilon}\right) & \geq \epsilon \phi\{x: f(x) \geq k \epsilon\} \\
& \geq \int\left(f_{(k+1) \epsilon}-f_{k \epsilon}\right) d \phi \\
& \geq \epsilon \phi\{x: f(x) \geq(k+1) \epsilon\} \\
& \geq \lambda\left(f_{(k+2) \epsilon}-f_{(k+1) \epsilon}\right) .
\end{aligned}
$$

Summing in $k$ from 1 to $m$, we see that

$$
\lambda\left(f_{m \epsilon}\right) \geq \int\left(f_{(m+1) \epsilon}-f_{\epsilon}\right) d \phi \geq \lambda\left(f_{(m+2) \epsilon}-f_{2 \epsilon}\right)
$$

Certainly $f_{m \epsilon} \uparrow f$ as $m \uparrow \infty$ and $\lambda(f) \geq \int\left(f-f_{\epsilon}\right) d \phi \geq \lambda\left(f-f_{2 \epsilon}\right)$. Also $f_{\epsilon} \downarrow 0$. It follows that $\lambda(f)=\int f d \phi$.

Now we use linearity to extend our assertion to all of $C(G)$. Let $f$ be any continuous function on $G$. Write $f=f^{+}-f^{-}$, where $f^{+} \geq 0$ and $f^{-} \geq 0$. Then

$$
\lambda(f)=\lambda\left(f^{+}\right)-\lambda\left(f^{-}\right)=\int f^{+} d \phi-\int f^{-} d \phi=\int f d \phi
$$

Finally, if $U$ is any open subset of $G$, then let $f_{1} \leq f_{2} \leq \cdots$ be continuous functions so that $f_{j}(x)$ converges to the characteristic function $\chi_{U}$ of $U$. Then it follows that $\mu$ is translation invariant on $U$. This assertion may then be extended to Borel sets in an obvious way. Finally, one deduces the invariance of $\mu$ for measurable sets. This establishes the corollary.

If $G$ is a compact topological group and also happens to be a metric space (such as the orthogonal group-see below), then we say that the metric $d$ is invariant if

$$
d(g h, g k)=d(h g, k g)=d(h, k)
$$

for any $g, h, k$ in the group. It follows, for such a metric, that $g[\mathbb{B}(h, r)]=$ $\mathbb{B}(g h, r)$ for any (open) metric ball. Since the Haar measure is invariant, we conclude that the Haar measure of all balls with the same radii are the same. In fact this property characterizes Haar measure, as we shall now see.

Definition 3.1.4 A Borel regular measure $\mu$ on a metric space $X$ is called uniformly distributed if the measures of all non-trivial balls are positive and, in addition,

$$
\mu(\mathbb{B}(x, r))=\mu(\mathbb{B}(y, r)) \quad \text { for all } x, y \in X, 0<r<\infty .
$$

Proposition 3.1.5 Let $\mu$ and $\nu$ be uniformly distributed, Borel regular measures on a separable metric space $X$. Then there is a positive constant $c$ such that $\mu=c \cdot \nu$.

Proof. Define

$$
g(r)=\mu(\mathbb{B}(x, r)) \quad \text { and } \quad h(r)=\nu(\mathbb{B}(x, r))
$$

where our hypothesis guarantees that these definitions are unambiguous (i.e., do not depend on $x \in X$ ). Suppose that $U \subseteq X$ is any non-empty, open, bounded subset of $X$. Then

$$
\lim _{r \downarrow 0} \frac{\nu(U \cap \mathbb{B}(x, r))}{h(r)}
$$

clearly exists and equals 1 for any $x \in U$. Now we have

$$
\begin{aligned}
& \mu(U)=\int_{U} \lim _{r \downarrow 0} \frac{\nu(U \cap \mathbb{B}(x, r))}{h(r)} d \mu(x) \\
& \stackrel{(\text { Fatou) }}{\leq} \liminf _{r \downarrow 0}\left[\frac{1}{h(r)} \int_{U} \nu(U \cap \mathbb{B}(x, r)) d \mu(x)\right] \\
& \stackrel{(\text { Fubini) }}{=} \liminf _{r \downarrow 0}\left[\frac{1}{h(r)} \int_{U} \mu(\mathbb{B}(y, r)) d \nu(y)\right] \\
&=\left[\liminf _{r \downarrow 0} \frac{g(r)}{h(r)}\right] \nu(U) .
\end{aligned}
$$

A symmetric argument shows that

$$
\nu(U) \leq\left[\liminf _{r \downarrow 0} \frac{h(r)}{g(r)}\right] \mu(U)
$$

It follows immediately that $c \equiv \lim _{r \downarrow 0}[g(r) / h(r)]$ exists. Furthermore, $\mu(U)=$ $c \cdot \nu(U)$ for any bounded, open set $U \subseteq X$. Now the full equality follows by Borel regularity.

It is a matter of some interest to determine the Haar measure on some specific groups and symmetric spaces. We have already noted that Haar measure on $\mathbb{R}^{N}$ is Lebesgue measure (or any constant multiple thereof). Since this group is non-compact, we must forego the stipulation that the total mass of the measure be 1 .

In this book we are particularly interested in groups that bear on the geometry of Euclidean space. We have already noted the Haar measure on the multiplicative reals, which corresponds to the dilation group. And the preceding paragraph treats the Haar measure of the group of translations. The next section treats the other fundamental group acting on space, which is the group of rotations.

### 3.2 Haar Measure for the Orthogonal Group and the Grassmanian

Let $S^{N-1}$ be the standard unit sphere in $\mathbb{R}^{N}$,

$$
S^{N-1}=\left\{x \in \mathbb{R}^{N}:|x|=\sum_{j=1}^{N} x_{j}^{2}=1\right\} .
$$

Of course $S^{N-1}$ bounds $B^{N}$, which is the unit ball

$$
B^{N}=\left\{x \in \mathbb{R}^{N}:|x|=\sum_{j=1}^{N} x_{j}^{2}<1\right\}
$$

Then $S^{N-1}$ is an ( $N-1$ )-dimensional manifold, and is naturally equipped with the Hausdorff measure $\mathcal{H}^{N-1}$.

An equivalent method for defining an invariant measure on $S^{N-1}$ is as follows: If $A \subseteq S^{N-1}$ we define

$$
\widetilde{A}=\{t a: 0 \leq t \leq 1, a \in A\}
$$

Then set

$$
\sigma_{N-1}(A)=\mathcal{H}^{N-1}\left(S^{N-1}\right) \cdot \frac{\mathcal{L}^{N}(\widetilde{A})}{\mathcal{L}^{N}\left(B^{N}\right)}
$$

It may be verified-by first checking on spherical caps in $S^{N-1}$ and then using Vitali's theorem and outer regularity of the measure - that $\mathcal{H}^{N-1}$ and $\sigma_{N-1}$ are equal measures on $S^{N-1}$. Of course we may normalize either measure to have total mass 1 by dividing out by the surface area of the sphere, and we will assume this normalization in what follows.

The orthogonal group $\mathbf{O}(N)$ consists of those linear transformations $L$ with the property that

$$
\begin{equation*}
L^{-1}=L^{\mathrm{t}} \tag{3.3}
\end{equation*}
$$

This is the standard, if not the most enlightening, definition. If $L$ is orthogonal according to (3.3) then notice that, for $x, y \in \mathbb{R}^{N}$,

$$
\begin{equation*}
L x \cdot L y=x \cdot\left(L^{\mathrm{t}} L y\right)=x \cdot y \tag{3.4}
\end{equation*}
$$

Conversely, if

$$
L x \cdot L y=x \cdot y
$$

for all $x, y \in \mathbb{R}^{N}$ then

$$
x \cdot\left(L^{\mathrm{t}} L y\right)=x \cdot y
$$

hence

$$
L^{\mathrm{t}} L y=y
$$

for all $y$ and so $L^{\mathrm{t}} L=I$ or $L^{\mathrm{t}}=L^{-1}$.
A useful interpretation of (3.4) is that $L$ will take any orthonormal basis for $\mathbb{R}^{N}$ to another orthonormal basis. Conversely, if $u_{1}, \ldots, u_{N}$ and $v_{1}, \ldots, v_{N}$ are orthonormal bases for $\mathbb{R}^{N}$ and if we set $L\left(u_{j}\right)=v_{j}$ for every $j$ and extend by linearity, then the result is an orthogonal transformation of $\mathbb{R}^{N}$.

Recall that the special orthogonal group $\mathbf{S O}(N)$ consists of those orthogonal transformations having determinant 1 . These will be just the rotations.

In $\mathbb{R}^{2}$ the condition of orthogonality has a particularly simple formulation: if $u_{1}, u_{2}$ is an orthonormal basis for $\mathbb{R}^{2}$ then any orthogonal transformation will either preserve the orientation (i.e., the order) of the pair, or it will not. In the first instance the transformation is a rotation. In the second it is a reflection in some line through the origin. In $\mathbb{R}^{N}$ we may say analogously that a linear transformation is orthogonal if and only if it is (i) a rotation, (ii) a reflection in some hyperplane through the origin, or (iii) a composition of these.

We know that the orthogonal group is compact. Indeed, the row entries of the matrix representation of an element of $\mathbf{O}(N)$ will just be an orthonormal basis of $\mathbb{R}^{N}$; so the set is closed and bounded. It is convenient to describe Haar measure $\theta_{N}$ on the orthogonal group $\mathbf{O}(N)$ by letting the measure be induced by the action of the group on the sphere.

Proposition 3.2.1 Fix a point $s \in S^{N-1}$. Let $A \subseteq \mathbf{O}(N)$. Then it holds that

$$
\theta_{N}(A)=\sigma_{N-1}(\{g s: g \in A\})
$$

Proof. Define $f: \mathbf{O}(N) \rightarrow S^{N-1}$ by $f(g)=g s$. We define the push forward measure $\left[f_{*} \theta_{N}\right]$ on $S^{N-1}$ by

$$
\left[f_{*} \theta_{n}\right](B)=\theta_{N}\left(f^{-1}(B)\right) \quad \text { for } B \subseteq S^{N-1}
$$

We observe that, with $f^{-1}(B)=A$,

$$
\left[f_{*} \theta_{N}\right](B)=\theta_{N}(A)=\theta_{N}(\{g \in \mathbf{O}(N): g s \in B\}
$$

It is our job, then, to show that $\left[f_{*} \theta_{N}\right]=\sigma_{N-1}$. Since both these measures have total mass 1 on $S^{N-1}$, it suffices by Proposition 3.1.5 to show that $f_{*} \theta_{N}$ is uniformly distributed.

Now let $a, b \in S^{N-1}$. There is a (not necessarily unique) element $\widetilde{g} \in$ $\mathbf{O}(N)$ such that $\widetilde{g} a=b$. In order to discuss the concept of "uniformly distributed" on $S^{N-1}$, we need a metric; we simply take that metric induced on the sphere by the standard metric on Euclidean space. ${ }^{2}$ Let $\overline{\mathbb{B}}(x, r)$ denote the closed metric ball with center $x \in S^{N-1}$ and radius $r$. Then it is clear that $g(\mathbb{B}(a, r))=\mathbb{B}(b, r)$ for any $r>0$. But then the invariance of $\theta_{N}$ (since it is Haar measure) gives

$$
\begin{aligned}
{\left[f_{*} \theta_{N}\right](\mathbb{B}(b, r)) } & =\theta_{N}(\{g \in \mathbf{O}(N):|g s-\tilde{g} a| \leq r\}) \\
& =\theta_{N}\left(\left\{g \in \mathbf{O}(N):\left|\widetilde{g}^{-1} g s-a\right| \leq r\right\}\right. \\
& =\theta_{N}(\{h \in \mathbf{O}(N):|h s-a| \leq r\} \\
& =\left[f_{*} \theta_{N}\right](\mathbb{B}(a, r)) .
\end{aligned}
$$

Thus $\left[f_{*} \theta_{N}\right]$ is uniformly distributed and we are done.

Now fix $0<M<N$. The Grassmannian ${ }^{3} G(N, M)$ is the collection of all $M$-dimensional linear subspaces of $\mathbb{R}^{N}$. In fact it is possible to equip $G(N, M)$ with a manifold structure, and we shall say a little bit about this point later. For the moment, we wish to consider a natural measure on $G(N, M)$.

In case $M=1$ the task is fairly simple. When $N=2$, each line is uniquely determined by the angle it subtends with the positive $x$-axis. Thus we may measure subsets of $G(N, M)$ by measuring the cognate set in the interval $[0, \pi)$ using Lebesgue measure. Similarly, a line in $\mathbb{R}^{N}, N \geq 2$, is determined by its two points of intersection with the unit sphere $S^{N-1}$. So we may measure a set in $G(N, M)$ by measuring the cognate set in the sphere. When $N>M>1$ then things are more complicated.

[^20]To develop a general framework for defining a measure on $G(N, M)$, we make use of Euclidean orthogonal projections. Let $0<M<N$ and let $E \in G(N, M)$. Define

$$
\mathcal{P}_{E}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}
$$

to be the Euclidean orthogonal projection onto $E$. If $E, F \in G(N, M)$ then we define a metric

$$
d(E, F)=\left\|\mathcal{P}_{E}-\mathcal{P}_{F}\right\| ;
$$

here, as usual, $\|\|$ denotes the standard operator norm. This metric makes $G(N, M)$ compact (it is obviously bounded, and it is easy to check that it is closed).

We see immediately that the action of $\mathbf{O}(N)$ on $G(N, M)$ is distancepreserving. Namely, the action of an orthogonal transformation on space will evidently preserve the relative positions of two $M$-planes. Alternatively, such a transformation preserves inner products so it will preserve the set of vectors to which each of $E, F \in G(N, M)$ is orthogonal and hence will preserve $d(E, F)$. More specifically, if $g \in \mathbf{O}(N)$, then

$$
d(g E, g F)=d(E, F)
$$

We further verify that $\mathbf{O}(N)$ acts transitively on $G(N, M)$. This means that, if $E, F \in G(N, M)$, then there is an element $g \in \mathbf{O}(N)$ such that $g E=F$. To see this, let $u_{1}, \ldots, u_{M}$ be an orthonormal basis for $E$ and $v_{1}, \ldots, v_{M}$ be an orthonormal basis for $F$. Complete the first basis to an orthonormal basis $u_{1}, \ldots, u_{N}$ for $\mathbb{R}^{N}$ and likewise complete the second basis to an orthonormal basis $v_{1}, \ldots, v_{N}$ for $\mathbb{R}^{N}$. Then the map $u_{j} \leftrightarrow v_{j}, j=1, \ldots, N$ extends by linearity to an element of $\mathbf{O}(N)$, and it takes $E$ to $F$.

Now fix an element $H \in G(N, M)$. Define the map

$$
\begin{aligned}
f_{H}: \mathbf{O}(N) & \rightarrow G(N, M) \\
g & \mapsto g H .
\end{aligned}
$$

Now we define a measure on $G(N, M)$ by

$$
\gamma_{N, M}=\left[f_{H}\right]_{*} \theta_{N}
$$

More explicitly, if $A \subseteq G(N, M)$ then

$$
\gamma_{N, M}(A)=\theta_{N}\{g \in G(N, M): g H \in A\}
$$

Now, since $\theta_{N}$ is an invariant measure on $\mathbf{O}(N)$, we may immediately deduce that the measure $\gamma_{N, M}$ is invariant on $G(N, M)$ under the action of $\mathbf{O}(N)$. This means that, for $g \in \mathbf{O}(N)$ and $A \subseteq G(N, M)$,

$$
\gamma_{N, M}(g A)=\gamma_{N, M}(A)
$$

Since $\mathbf{O}(N)$ acts transitively on $G(N, M)$, and in a distance-preserving manner, it is immediate that each $\mathbf{O}(N)$-invariant Radon measure on $G(N, M)$ is uniformly distributed. As a result, by Proposition 3.1.5, the measure is unique up to multiplication by a constant. One important consequence of this discussion is that the measure $\gamma_{N, M}$ is independent of the choice of $H$.

We may also note that, for any $A \subseteq G(N, M)$,

$$
\begin{equation*}
\gamma_{N, M}(A)=\gamma_{N, N-M}\left(\left\{E^{\perp}: E \in A\right\} .\right. \tag{3.5}
\end{equation*}
$$

Here $E^{\perp}$ is the usual Euclidean orthogonal complement of $E$ in $\mathbb{R}^{N}$. One may check this assertion by showing that the right-hand side of (3.5) is $\mathbf{O}(N)$ invariant (just because $[g E]^{\perp}=g\left(E^{\perp}\right)$ for $g \in \mathbf{O}(N), E \in G(N, M)$ ).

Again, the uniqueness of uniformly distributed measures allows us to relate $\gamma_{N, M}$ to the surface measure $\sigma_{N-1}$ on the sphere. To wit, for $A \subseteq$ $G(N, 1)$

$$
\gamma_{N, 1}(A)=\sigma_{N-1}\left(\bigcup_{E \in A} E \cap S^{N-1}\right)
$$

and

$$
\gamma_{N, N-1}(A)=\sigma_{N-1}\left(\bigcup_{E \in A} E^{\perp} \cap S^{N-1}\right)
$$

We leave the details of these identities to the interested reader.
Similarly we can construct the invariant measure $\theta_{N, M}^{*}$ on $\mathbf{O}^{*}(N, M)$, the collection of orthogonal injections of $\mathbb{R}^{M}$ into $\mathbb{R}^{N}$. Fix $p \in \mathbf{O}^{*}(N, M)$ and define $f_{p}: \mathbf{O} \rightarrow \mathbf{O}^{*}(N, M)$ by $f_{p}(g)=p \circ g$. Then we define $\theta_{N, M}^{*}=\left[f_{p}\right]_{*} \theta_{N}$.

### 3.2.1 Remarks on the Manifold Structure of $G(N, M)$

Fix $0<M<N<\infty$ and consider $G(N, M)$. We will now sketch two methods for giving $G(N, M)$ a manifold structure.

Method 1: Let $E$ be an $M$-dimensional subspace of $\mathbb{R}^{N}$. Then there is a natural bijection $\Phi$ between $\operatorname{Hom}\left(E, E^{\perp}\right)$ and a subset $U_{E} \subseteq G(N, M)$.

Specifically, $\Phi$ sends a linear map $\mathcal{L}$ from $E$ to $E^{\perp}$ to its graph $\Gamma_{\mathcal{L}} \subseteq E \oplus E^{\perp}$. An element of the graph is of course an ordered pair $(x, \mathcal{L}(x))$, with $x \in \mathbb{R}^{M}$ and $\mathcal{L}(x) \in \mathbb{R}^{N-M}$. The graph is thus a linear subspace of $\mathbb{R}^{N}$ of dimension $M$; it is therefore an element of $G(N, M)$.

We use the inverse mappings $\Phi: U_{E} \rightarrow \operatorname{Hom}\left(E, E^{\perp}\right)$ as the coordinate charts for our manifold structure.

Method 2: Let $E$ be an $M$-dimensional subspace of $\mathbb{R}^{N}$, and let $\mathcal{P}_{E}$ : $\mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be orthogonal projection onto $E$. If $T=T_{E}$ is the $N \times N$ matrix representation of $\mathcal{P}_{E}$ then $T$ is symmetric (since a projection must be selfadjoint), has rank $M$, and is idempotent (i.e., $T^{2}=T$ ). Conversely, if $\widetilde{T}$ is any symmetric $N \times N$ matrix which has rank $M$ and is idempotent then there is an $M$-dimensional subspace $\widetilde{E} \subseteq \mathbb{R}^{N}$ for which $\widetilde{T}$ is the matrix representation of the orthogonal projection onto $\widetilde{E}$. The reference [Hal 51] contains an incisive discussion of these ideas. Because of these considerations, we may identify $G(N, M)$ with the set of symmetric, idempotent, $N \times N$ matrices of rank $M$.

Now we take $T$ to have the form

$$
\left(\begin{array}{cc}
A & B  \tag{3.6}\\
C & D
\end{array}\right)=\left(\begin{array}{cc}
A_{M \times M} & B_{M \times(N-M)} \\
C_{(N-M) \times M} & D_{(N-M) \times(N-M)}
\end{array}\right)
$$

where we take $A$ to be an $M \times M$ matrix and thus the sizes of $B, C, D$ are as indicated.

If $A$ is non-singular, then we can compute

$$
\left(\begin{array}{cc}
I & 0 \\
-C & I
\end{array}\right)\left(\begin{array}{cc}
A^{-1} & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)=\left(\begin{array}{cc}
I & A^{-1} B \\
0 & D-C A^{-1} B
\end{array}\right)
$$

so we see that $T$ has rank $M$ if and only if $D=C A^{-1} B$. If we further assume that $T$ is symmetric of $\operatorname{rank} M$, then $A$ is non-singular and symmetric, $C=B^{\mathrm{t}}$, and so it must be that $D=B^{\mathrm{t}} A^{-1} B$. It follows that $T$ is idempotent if and only if $A^{2}+B B^{\mathrm{t}}=A$.

From the last paragraph, we see that $G(N, M)$ can be identified with the set of $N \times N$ matrices of the form (3.6) satisfying
(1) $A$ is non-singular and symmetric;
(2) $C=B^{t}$;
(3) $D=B^{\mathrm{t}} A^{-1} B$;
(4) $A^{2}+B B^{\mathrm{t}}=A$.

It then follows from the implicit function theorem that $G(N, M)$ is a manifold of dimension $M(N-M)$.

## Chapter 4

## Covering Theorems and the Differentiation of Integrals

A number of fundamental problems in geometric analysis - ranging from decompositions of measures to density of sets to approximate continuity of functions - depend on the theory of differentiation of integrals. These results, in turn, depend on a variety of so-called "covering theorems" for families of balls (and other geometric objects). Thus we come upon the remarkable, and profound, fact that deep analytic facts reduce to rather elementary (but often difficult) facts about Euclidean geometry.

The technique of covering lemmas has become an entire area of mathematical analysis (see, for example, [DGz 75] and [Ste 93]). It is intimately connected with problems of differentiation of integrals, with certain maximal operators (such as the Hardy-Littlewood maximal operator), with the boundedness of multiplier operators in harmonic analysis, and (concomitantly) with questions of summation of Fourier series.

The purpose of the present chapter is to introduce some of these ideas. We do not strive for any sort of comprehensive treatment, but rather to touch upon the key concepts and to introduce some of the most pervasive techniques and applications.


Figure 4.1: Wiener's covering lemma.

### 4.1 Wiener's Covering Lemma and its Variants

Let $S \subseteq \mathbb{R}^{N}$ be a set. A covering of $S$ will be a collection $\mathcal{U}=\left\{U_{\alpha}\right\}_{\alpha \in \mathcal{A}}$ of sets such that $\bigcup_{\alpha \in \mathcal{A}} U_{\alpha} \supseteq S$. If all the sets of $\mathcal{U}$ are open, then we call $\mathcal{U}$ an open covering of $S$. A subcovering of the covering $\mathcal{U}$ is a covering $\mathcal{V}=\left\{V_{\beta}\right\}_{\beta \in \mathcal{B}}$ such that each $V_{\beta}$ is one of the $U_{\alpha}$. A refinement of the covering $\mathcal{U}$ is a collection $\mathcal{W}=\left\{W_{\gamma}\right\}_{\gamma \in \mathcal{G}}$ of sets such that each $W_{\gamma}$ is a subset of some $U_{\alpha}$. If $\mathcal{U}$ is a covering of a set $S$ then the valence of $\mathcal{U}$ is the least positive integer $M$ such that no point of $S$ lies in more than $M$ of the sets in $\mathcal{U}$.

It is elementary to see that any open covering of a set $S \subseteq \mathbb{R}^{N}$ has a countable subcover. We also know, thanks to Lebesgue, that any open covering of $S$ has a refinement with valence at most $N+1$ (see [HW 41; Theorem V 1]).

Wiener's covering lemma concerns a covering of a set by a collection of balls. The lemma presumes that, in the interest of obtaining a covering by fewer balls, one is willing to replace any particular ball by a ball with the same center but triple its radius-see Figure 4.1.

Lemma 4.1.1 (Wiener ${ }^{1}$ ) Let $K \subseteq \mathbb{R}^{N}$ be a compact set with a covering $\mathcal{U}=\left\{B_{\alpha}\right\}_{\alpha \in A}, B_{\alpha}=\mathbb{B}\left(c_{\alpha}, r_{\alpha}\right)$, by open balls. Then there is a subcollection $B_{\alpha_{1}}, B_{\alpha_{2}}, \ldots, B_{\alpha_{m}}$, consisting of pairwise disjoint balls, such that

$$
\bigcup_{j=1}^{m} \mathbb{B}\left(c_{\alpha_{j}}, 3 r_{\alpha_{j}}\right) \supseteq K .
$$

[^21]Proof. Since $K$ is compact, we may immediately assume that there are only finitely many $B_{\alpha}$. Let $B_{\alpha_{1}}$ be the ball in this collection that has the greatest radius (this ball may not be unique). Let $B_{\alpha_{2}}$ be the ball that is disjoint from $B_{\alpha_{1}}$ and has greatest radius among those balls that are disjoint from $B_{\alpha_{1}}$ (again, this ball may not be unique). At the $j$ th step choose the (not necessarily unique) ball disjoint from $B_{\alpha_{1}}, \ldots, B_{\alpha_{j-1}}$ that has greatest radius among those balls that are disjoint from $B_{\alpha_{1}}, \ldots, B_{\alpha_{j-1}}$. Continue. The process ends in finitely many steps. We claim that the $B_{\alpha_{j}}$ chosen in this fashion do the job.

It is enough to show that $B_{\alpha} \subseteq \cup_{j} \mathbb{B}\left(c_{\alpha_{j}}, 3 r_{\alpha_{j}}\right)$ for every $\alpha$. Fix an $\alpha$. If $\alpha=\alpha_{j}$ for some $j$ then we are done. If $\alpha \notin\left\{\alpha_{j}\right\}$, let $j_{0}$ be the first index $j$ with $B_{\alpha_{j}} \cap B_{\alpha} \neq \emptyset$ (there must be one, otherwise the process would not have stopped). Then $r_{\alpha_{j_{0}}} \geq r_{\alpha}$; otherwise we selected $B_{\alpha_{j_{0}}}$ incorrectly. But then (by the triangle inequality) $\mathbb{B}\left(c_{\alpha_{0}}, 3 r_{\alpha_{j_{0}}}\right) \supseteq \mathbb{B}\left(c_{\alpha}, r_{\alpha}\right)$ as desired.

For completeness, and because it is such an integral part of the classical theory of measures, we now present the venerable covering theorem of Vitali. ${ }^{2}$

Proposition 4.1.2 Let $A \subseteq \mathbb{R}^{N}$ and let $\mathcal{B}$ be a family of open balls. Suppose that each point of $A$ is contained in arbitrarily small balls belonging to $\mathcal{B}$. Then there exist pairwise disjoint balls $B_{j} \in \mathcal{B}$ such that

$$
\mathcal{L}^{N}\left(A \backslash \bigcup_{j} B_{j}\right)=0
$$

Furthermore, for any $\epsilon>0$, we may choose the balls $B_{j}$ in such a way that

$$
\sum_{j} \mathcal{L}^{N}\left(B_{j}\right) \leq \mathcal{L}^{N}(A)+\epsilon
$$

Proof. The last statement will follow from the substance of the proof. For the first statement, let us begin by making the additional assumption (which we shall remove at the end) that the set $A \equiv A_{0}$ is bounded. Select a bounded open set $U_{0}$ so that $\overline{A_{0}} \subseteq U_{0}$ and

$$
\mathcal{L}^{N}\left(U_{0}\right) \leq\left(1+5^{-N}\right) \mathcal{L}^{N}\left(A_{0}\right) .
$$

[^22]Now focus attention on those balls that lie in $U_{0}$. By Lemma 4.1.1, we may select a finite, pairwise disjoint collection $B_{j}=\mathbb{B}\left(x_{j}, r_{j}\right) \in \mathcal{B}, j=1, \ldots, k_{1}$, such that $B_{j} \subseteq U_{0}$ and

$$
\bar{A}_{0} \subseteq \bigcup_{j=1}^{k_{1}} \mathbb{B}\left(x_{j}, 3 r_{j}\right)
$$

Now we may calculate that

$$
3^{-N} \mathcal{L}^{N}\left(A_{0}\right) \leq 3^{-N} \sum_{j} \mathcal{L}^{N}\left[\mathbb{B}\left(x_{j}, 3 r_{j}\right)\right]=3^{-N} \sum_{j} 3^{N} \mathcal{L}^{N}\left(B_{j}\right)=\sum_{j} \mathcal{L}^{N}\left(B_{j}\right)
$$

Let

$$
A_{1}=A_{0} \backslash \bigcup_{j=1}^{k_{1}} B_{j}
$$

Then

$$
\begin{aligned}
\mathcal{L}^{N}\left(A_{1}\right) \leq & \mathcal{L}^{N}\left(U_{0} \backslash \bigcup_{j=1}^{k_{1}} B_{j}\right)=\mathcal{L}^{N}\left(U_{0}\right)-\sum_{j=1}^{k_{1}} \mathcal{L}^{N}\left(B_{j}\right) \\
& \leq\left(1+5^{-N}-3^{-N}\right) \mathcal{L}^{N}\left(A_{0}\right) \equiv u \cdot \mathcal{L}^{N}\left(A_{0}\right),
\end{aligned}
$$

where $u \equiv 1+5^{-N}-3^{-N}<1$. Now $A_{1} \subseteq \mathbb{R}^{N} \backslash \bigcup_{j=1}^{k_{1}} B_{j}$, and this latter set is bounded. Hence we may find a bounded, open set $U_{1}$ such that

$$
A_{1} \subseteq U_{1} \subseteq \mathbb{R}^{N} \backslash \bigcup_{j=1}^{k_{1}} B_{j}
$$

and

$$
\mathcal{L}^{N}\left(U_{1}\right) \leq\left(1+5^{-N}\right) \mathcal{L}^{N}\left(A_{1}\right) .
$$

Just as in the first iteration of this construction, we may now find disjoint balls $B_{j}, j=k_{1}+1, \ldots, k_{2}$, for which $B_{j} \subseteq U_{1}$ and

$$
\mathcal{L}^{N}\left(A_{2}\right) \leq u \cdot \mathcal{L}^{N}\left(A_{1}\right) \leq u^{2} \mathcal{L}^{N}\left(A_{0}\right)
$$

here

$$
A_{2}=A_{1} \backslash \bigcup_{j=k_{1}+1}^{k_{2}} B_{j}=A_{0} \backslash \bigcup_{j=1}^{k_{2}} B_{j} .
$$

By our construction, all the balls $B_{1}, \ldots, B_{k_{2}}$ are disjoint.

After $m$ repetitions of this procedure, we find that we have balls $B_{1}, B_{2}$, $\ldots, B_{k_{m}}$ such that

$$
\mathcal{L}^{N}\left(A_{0} \backslash \bigcup_{j=1}^{k_{m}} B_{j}\right) \leq u^{m} \mathcal{L}^{N}\left(A_{0}\right)
$$

Since $u<1$, the result follows.
For the general case, we simply decompose $\mathbb{R}^{N}$ into closed unit cubes $Q_{\ell}$ with disjoint interiors and sides parallel to the axes and apply the result just proved to each $A_{0} \cap Q_{\ell}$.

## The Maximal Function

A classical construct, due to Hardy and Littlewood, ${ }^{3}$ is the so-called maximal function. It is used to control other operators, and also to study questions of differentiation of integrals.

Definition 4.1.3 If $f$ is a locally integrable function on $\mathbb{R}^{N}$, we let

$$
M f(x)=\sup _{R>0} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, r)}|f(t)| d \mathcal{L}^{N}(t)
$$

The operator $M$ is called the Hardy-Littlewood maximal operator. The functions to which $M$ is applied may be real-valued or complex-valued. A few facts are immediately obvious about $M$ :
(1) $M$ is not linear, but it is sublinear in the sense that

$$
M[f+g](x) \leq M f(x)+M g(x)
$$

(2) $M f$ is always non-negative, and it could be identically equal to infinity.
(3) $M f$ makes sense for any $f \in L^{p}, 1 \leq p \leq \infty$.

We will in fact prove that $M f$ is finite $\mathcal{L}^{N}$-almost everywhere, for any $f \in L^{p}$. In order to do so, it is convenient to formulate a weak notion of boundedness for operators. To begin, we say that a measurable function $f$

[^23]is weak type $p, 1 \leq p<\infty$, if there exists a $C=C(f)$ with $0<C<\infty$ such that, for any $\lambda>0$,
$$
\mathcal{L}^{N}\left(\left\{x \in \mathbb{R}^{N}:|f(x)|>\lambda\right\}\right) \leq \frac{C}{\lambda^{p}}
$$

An operator $T$ on $L^{p}$, taking values in the collection of measurable functions, is said to be of weak type $(p, p)$ if there exists a $C=C(T)$ with $0<C<\infty$ such that, for any $f \in L^{p}$ and for any $\lambda>0$,

$$
\mathcal{L}^{N}\left(\left\{x \in \mathbb{R}^{N}:|T f(x)|>\lambda\right\}\right) \leq C \cdot\left(\frac{\|f\|_{L^{p}}}{\lambda}\right)^{p}
$$

A function is defined to be weak type $\infty$ when it is $L^{\infty}$. For $1 \leq p<\infty$, an $L^{p}$ function is certainly weak type $p$, but the converse is not true. In fact, we note that the function $f(x)=x^{-1 / p}$ on $\mathbb{R}^{1}$ is weak type $p$, but not in $L^{p}$, for $1 \leq p<\infty$. The Hilbert transform (see [Kra 99]) is an important operator that is not bounded on $L^{1}$ but is in fact weak type $(1,1)$.

Proposition 4.1.4 The Hardy-Littlewood maximal operator $M$ is weak type $(1,1)$.

Proof. Let $\lambda>0$. Set $S_{\lambda}=\{x:|M f(x)|>\lambda\}$. Let $K \subseteq S_{\lambda}$ be a compact subset with $2 \mathcal{L}^{N}(K) \geq \mathcal{L}^{N}\left(S_{\lambda}\right)$. For each $x \in K$, there is a ball $B_{x}=\mathbb{B}\left(x, r_{x}\right)$ with

$$
\lambda<\frac{1}{\mathcal{L}^{N}\left(B_{x}\right)} \int_{B_{x}}|f(t)| d \mathcal{L}^{N}(t) .
$$

Then $\left\{B_{x}\right\}_{x \in K}$ is an open cover of $K$ by balls. By Lemma 4.1.1, there is a subcollection $\left\{B_{x_{j}}\right\}_{j=1}^{M}$ which is pairwise disjoint, but so that the threefold dilates of these selected balls still covers $K$. Then

$$
\begin{aligned}
\mathcal{L}^{N}\left(S_{\lambda}\right) \leq 2 \mathcal{L}^{N}(K) & \leq 2 \mathcal{L}^{N}\left(\bigcup_{j=1}^{M} \mathbb{B}\left(x_{j}, 3 r_{j}\right)\right) \leq 2 \sum_{j=1}^{M} \mathcal{L}^{N}\left[\mathbb{B}\left(x_{j}, 3 r_{j}\right)\right] \\
& \leq \sum_{j=1}^{M} 2 \cdot 3^{N} \mathcal{L}^{N}\left(B_{x_{j}}\right) \\
& \leq \sum_{j=1}^{M} \frac{2 \cdot 3^{N}}{\lambda} \int_{B_{x_{j}}}|f(t)| d \mathcal{L}^{N}(t) \\
& \leq \frac{2 \cdot 3^{N}}{\lambda}\|f\|_{L^{1}}
\end{aligned}
$$

One of the venerable applications of the Hardy-Littlewood operator is the Lebesgue differentiation theorem:

Theorem 4.1.5 Let $f$ be a locally Lebesgue integrable function on $\mathbb{R}^{N}$. Then, for $\mathcal{L}^{N}$-almost every $x \in \mathbb{R}^{N}$, it holds that

$$
\lim _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} f(t) d \mathcal{L}^{N}(t)=f(x)
$$

Proof. Multiplying $f$ by a compactly supported $C^{\infty}$ that is identically 1 on a ball, we may as well suppose that $f \in L^{1}$. We may also assume, by linearity, that $f$ is real-valued. We begin by proving that

$$
\lim _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} f(t) d \mathcal{L}^{N}(t)
$$

exists.
Let $\epsilon>0$. Select a function $\varphi$, continuous with compact support, and real-valued, so that $\|f-\varphi\|_{L^{1}}<\epsilon^{2}$. Then

$$
\begin{aligned}
\mathcal{L}^{N}\left\{x \in \mathbb{R}^{N}:\right. & \left\lvert\, \limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} f(t) d \mathcal{L}^{N}(t)\right. \\
& \left.\left.-\liminf _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} f(t) d \mathcal{L}^{N}(t) \right\rvert\,>\epsilon\right\} \\
\leq \mathcal{L}^{N}\{x \in & \mathbb{R}^{N}: \limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)}|f(t)-\varphi(t)| d \mathcal{L}^{N}(t) \\
& +\left\lvert\, \limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} \varphi(t) d \mathcal{L}^{N}(t)\right. \\
& \left.\quad \liminf _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} \varphi(t) d \mathcal{L}^{N}(t) \right\rvert\, \\
& \left.+\limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)}|\varphi(t)-f(t)| d \mathcal{L}^{N}(t)>\epsilon\right\} \\
\leq \quad \mathcal{L}^{N}\{x \in & \left.\mathbb{R}^{N}: \limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)}|f(t)-\varphi(t)| d \mathcal{L}^{N}(t)>\frac{\epsilon}{3}\right\} \\
+ & \mathcal{L}^{N}\left\{x \in \mathbb{R}^{N}: \left\lvert\, \limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} \varphi(t) d \mathcal{L}^{N}(t)\right.\right. \\
& \left.\left.-\liminf _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} \varphi(t) d \mathcal{L}^{N}(t) \right\rvert\,>\frac{\epsilon}{3}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& +\mathcal{L}^{N}\left\{x \in \mathbb{R}^{N}: \limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)}|\varphi(t)-f(t)| d \mathcal{L}^{N}(t)>\frac{\epsilon}{3}\right\} \\
\equiv & I+I I+I I I .
\end{aligned}
$$

Now $I I=0$ because the set being measured is empty (since $\varphi$ is continuous). Each of $I$ and $I I I$ may be estimated by

$$
\mathcal{L}^{N}\left\{x \in \mathbb{R}^{N}: M(f-\varphi)(x)>\epsilon / 3\right\}
$$

and this, by Proposition 4.1.4, is majorized by

$$
C \cdot \frac{\epsilon^{2}}{\epsilon / 3}=c \cdot \epsilon .
$$

In sum, we have proved the estimate

$$
\begin{aligned}
\mathcal{L}^{N}\{x \in & \mathbb{R}^{N}: \left\lvert\, \limsup _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)] \int_{\mathbb{B}(x, R)} f(t) d \mathcal{L}^{N}(t)}\right. \\
& \left.-\operatorname{liminin}_{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} f(t) d \mathcal{L}^{N}(t)>\epsilon\right\} \leq c \cdot \epsilon
\end{aligned}
$$

It follows immediately that

$$
\lim _{R \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{N}[\mathbb{B}(x, R)]} \int_{\mathbb{B}(x, R)} f(t) d \mathcal{L}^{N}(t)
$$

exists for $\mathcal{L}^{N}$-almost every $x \in \mathbb{R}^{N}$.
The proof that the limit actually equals $f(x)$ at $\mathcal{L}^{N}$-almost every point follows exactly the same lines. We shall omit the details.

Corollary 4.1.6 If $A \subset \mathbb{R}^{N}$ is Lebesgue measurable, then, for almost every $x \in \mathbb{R}^{N}$, it holds that

$$
\chi_{A}(x)=\lim _{r \rightarrow 0^{+}} \frac{\mathcal{L}^{N}(A \cap \mathbb{B}(x, r))}{\mathcal{L}^{N}(\mathbb{B}(x, r))} .
$$

Proof. Set $f=\chi_{A}$. Then

$$
\int_{\mathbb{B}(x, r)} f(t) d t=\mathcal{L}^{N}(A \cap \mathbb{B}(x, r))
$$

and the corollary follows from Theorem 4.1.5.

Definition 4.1.7 A function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is said to be approximately continuous if, for almost every $x_{0} \in \mathbb{R}^{N}$ and for each $\epsilon>0$, the set $\{x$ : $\left.\left|f(x)-f\left(x_{0}\right)\right|>\epsilon\right\}$ has density 0 at $x_{0}$, that is,

$$
0=\lim _{r \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\left\{x:\left|f(x)-f\left(x_{0}\right)\right|>\epsilon\right\} \cap \mathbb{B}\left(x_{0}, r\right)\right)}{\mathcal{L}^{N}\left(\mathbb{B}\left(x_{0}, r\right)\right)} .
$$

Corollary 4.1.8 If a function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is Lebesgue measurable, then it is approximately continuous.

Proof. Suppose that $f$ is Lebesgue measurable. Let $q_{1}, q_{2}, \ldots$ be an enumeration of the rational numbers. For each positive integer $i$, let $E_{i}$ be the set of points $x \notin\left\{z: f(z)<q_{i}\right\}$ for which

$$
0<\limsup _{r \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\left\{z: f(z)<q_{i}\right\} \cap \mathbb{B}(x, r)\right)}{\mathcal{L}^{N}(\mathbb{B}(x, r))}
$$

and let $E^{i}$ be the set of points $x \notin\left\{z: q_{i}<f(z)\right\}$ for which

$$
0<\limsup _{r \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\left\{z: q_{i}<f(z)\right\} \cap \mathbb{B}(x, r)\right)}{\mathcal{L}^{N}(\mathbb{B}(x, r))} .
$$

By Corollary 4.1.6 and the Lebesgue measurability of $f$, we know that $\mathcal{L}^{N}\left(E_{i}\right)=$ 0 and $\mathcal{L}^{N}\left(E^{i}\right)=0$. Thus we see that

$$
E=\bigcup_{i=1}^{\infty}\left(E_{i} \cup E^{i}\right)
$$

is also a set of Lebesgue measure zero.
Consider any point $x_{0} \notin E$ and any $\epsilon>0$. There exist rational numbers $q_{i}$ and $q_{j}$ such that

$$
f\left(x_{0}\right)-\epsilon<q_{i}<f\left(x_{0}\right)<q_{j}<f\left(x_{0}\right)+\epsilon .
$$

We have $\left\{x:\left|f(x)-f\left(x_{0}\right)\right|>\epsilon\right\} \subset\left\{z: f(z)<q_{i}\right\} \cup\left\{z: q_{j}<f(z)\right\}$. By the definition of $E_{i}$ and $E^{j}$ we have

$$
0=\lim _{r \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\left\{z: f(z)<q_{i}\right\} \cap \mathbb{B}\left(x_{0}, r\right)\right)}{\mathcal{L}^{N}\left(\mathbb{B}\left(x_{0}, r\right)\right)}
$$

and

$$
0=\lim _{r \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\left\{z: q_{j}<f(z)\right\} \cap \mathbb{B}\left(x_{0}, r\right)\right)}{\mathcal{L}^{N}\left(\mathbb{B}\left(x_{0}, r\right)\right)} .
$$

It follows that

$$
0=\lim _{r \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\left\{x:\left|f(x)-f\left(x_{0}\right)\right|>\epsilon\right\} \cap \mathbb{B}\left(x_{0}, r\right)\right)}{\mathcal{L}^{N}\left(\mathbb{B}\left(x_{0}, r\right)\right)} .
$$

Since $x_{0} \notin E$ and $\epsilon>0$ were arbitrary, we conclude that $f$ is approximately continuous.

### 4.2 The Besicovitch Covering Theorem

## Preliminary Remarks

The Besicovitch ${ }^{4}$ covering theorem, which we shall treat in the present section, is of particular interest to geometric analysis because its statement and proof do not depend on a measure. This is a result about the geometry of balls in space.

## The Besicovitch Covering Theorem

Theorem 4.2.1 Let $N$ be a positive integer. There is a constant $K=K(N)$ with the following property. Let $\mathcal{B}=\left\{B_{j}\right\}_{j=1}^{M}$ be any finite collection of open balls in $\mathbb{R}^{N}$ with the property that no ball contains the center of any other. Then we may write

$$
\mathcal{B}=\mathcal{B}_{1} \cup \cdots \cup \mathcal{B}_{K}
$$

so that each $\mathcal{B}_{j}, j=1, \ldots, K$, is a collection of pairwise disjoint balls.
It is a matter of some interest to determine what the best possible $K$ is for any given dimension $N$. Significant progress on this problem has been made in [Sul 94]. See also [Loe 93]. Certainly our proof below will give little indication of the best $K$.

We shall see that the heart of this theorem is the following lemma about balls. We shall give two different proofs of this lemma. One, contrary to our avowed philosophy in the present section, will in fact depend on measure or at least on the notion of volume. Another proof will rely instead on trigonometry.

[^24]Lemma 4.2.2 There is a constant $K=K(N)$, depending only on the dimension of our space $\mathbb{R}^{N}$, with the following property: Let $B_{0}=\mathbb{B}\left(x_{0}, r_{0}\right)$ be a ball of fixed radius. Let $B_{1}=\mathbb{B}\left(x_{1}, r_{1}\right), B_{2}=\mathbb{B}\left(x_{2}, r_{2}\right), \ldots, B_{p}=\mathbb{B}\left(x_{p}, r_{p}\right)$ be balls such that
(1) Each $B_{j}$ has nonempty intersection with $B_{0}, j=1, \ldots, p$;
(2) The radii $r_{j} \geq r_{0}$ for all $j=1, \ldots, p$;
(3) No ball $B_{j}$ contains the center of any other $B_{k}$ for $j, k \in\{0, \ldots, p\}$ with $j \neq k$.

Then $p \leq K$.
Here is what the lemma says in simple terms: fix the ball $B_{0}$. Then at most $K$ pairwise disjoint balls of (at least) the same size can touch $B_{0}$. [Note here that being 'pairwise disjoint' and 'intersecting but not containing the center of the other ball' are essentially equivalent: if the second condition holds then shrinking each ball by a factor of one half makes the balls pairwise disjoint; if the balls are already pairwise disjoint, have equal radii, and are close together, then doubling their size arranges for the first condition to hold.]

First Proof of the Lemma: The purpose of providing this particular proof, even though it relies on the concept of volume, is that it is quick and intuitive. The second proof is less intuitive, but it introduces the important idea of a 'directionally limited' space.

First note that if we can prove the lemma with all balls having the single radius $r_{0}$ then this will imply the general case. So we assume that all balls have the same radius. With the balls as given, replace each ball by $\frac{1}{2} B_{j}$-same center but radius $r_{0} / 2$. It should cause no confusion to denote the shrunken balls by $B_{j}=\mathbb{B}\left(x_{j}, r_{0} / 2\right)$. Then each ball is contained in $\mathbb{B}\left(x_{0}, 3 r_{0}\right)$.

We calculate that

$$
p=\frac{\mathcal{L}^{N}\left(\bigcup_{j=1}^{p} B_{j}\right)}{\Omega_{N}\left(r_{0} / 2\right)^{N}} \leq \frac{\mathcal{L}^{N}\left[\mathbb{B}\left(x_{0}, 3 r_{0}\right)\right]}{\Omega_{N}\left(r_{0} / 2\right)^{N}}=6^{N}
$$

(recall $\Omega_{N}$ denotes the volume of the unit ball in $\mathbb{R}^{N}$ ).

As a result of this calculation, we see that $K(N)$ exists and does not exceed $6^{N}$.

Second Proof of the Lemma: For this argument, see Krantz and Parsons [KPn 86]. In fact we shall prove the following more technical statement

> Let the universe be the 2-dimensional plane $\mathbb{R}^{2}$, and let $\Sigma=\left\{r e^{i \theta}: 0 \leq r<\infty, 0 \leq \theta \leq \pi / 6\right\}$. Set $S=\{z \in \Sigma:|z| \geq 3\}$. If $a, b \in S$ and if each of the balls $\mathbb{B}(a, r), \mathbb{B}(b, s)$ intersects $\mathbb{B}(0,1)$, then $|a-b|<\max (r, s)$.

A moment's thought reveals that this yields the desired sparseness condition in dimension two. The $N$-dimensional result is obtained by slicing with two dimensional planes.

To prove (*), we first note the inequalities
(i) $(\alpha-1)^{2}-(2-\sqrt{3}) \alpha^{2} \geq 0 \quad$ if $\alpha \geq 3$;
(ii) $(\beta-1)^{2}-\left(\alpha^{2}-\sqrt{3} \alpha \beta+\beta^{2}\right) \geq 0 \quad$ if $\beta \geq \alpha \geq 3$.

The first of these is proved by noting that the derivative of the left side of (i), in the variable $\alpha$, is positive when $\alpha \geq 3$; and the inequality is obviously satisfied when $\alpha=3$. So the result follows from the fundamental theorem of calculus.

Similarly, the derivative of the left side of (ii), in the variable $\beta$, is positive when $\beta \geq \alpha \geq 3$, and the case $\beta=\alpha \geq 3$ is just inequality (i), which has already been established.

With these inequalities in hand, we introduce polar coordinates in the plane, writing $a=\alpha e^{i \theta}$ and $b=\beta e^{i \phi}$. We assume without loss of generality that $\alpha \leq \beta$. The hypothesis that $\mathbb{B}(b, s) \cap \mathbb{B}(0,1) \neq \emptyset$ entails $s>\beta-1$; thus it suffices to show that

$$
\begin{equation*}
|a-b|^{2} \leq(\beta-1)^{2} \tag{4.1}
\end{equation*}
$$

The law of cosines tells us that

$$
\begin{equation*}
|a-b|^{2}=a^{2}-2 \alpha \beta \cos (\phi-\theta)+\beta^{2} . \tag{4.2}
\end{equation*}
$$

Since $\cos (\phi-\theta) \geq \cos \pi / 6=\sqrt{3} / 2$, it follows that the right side of (4.2) does not exceed $a^{2}-\sqrt{3} a b+b^{2}$. The inequality (4.1) now follows from (ii).


Figure 4.2: Besicovitch's covering theorem.
H. Federer's concept of a directionally limited metric space - see [Fed 69; 2.8.9]-formalizes the geometry that goes into (the second proof of) our last lemma. More precisely, it generalizes to abstract contexts the notion that a cone in a given direction can contain only a certain number of points with distance $\eta>0$ from the vertex and distance $\eta$ from each other. The interested reader is advised to study that source.

Now we can present the proof of Besicovitch's covering theorem:

Proof of Theorem 4.2.1: We have an iterative procedure for selecting balls.

Select $B_{1}^{1}$ to be a ball of maximum radius. Then select $B_{2}^{1}$ to be a ball of maximum radius that is disjoint from $B_{1}^{1}$. Continue until this selection procedure is no longer possible (remember that there are only finitely many balls in total). Set $\mathcal{B}_{1}=\left\{B_{j}^{1}\right\}$.

Now work with the remaining balls. Let $B_{1}^{2}$ be the ball with greatest radius. Then select $B_{2}^{2}$ to be the remaining ball with greatest radius, disjoint from $B_{1}^{2}$. Continue in this fashion until no further selection is possible. Set $\mathcal{B}_{2}=\left\{B_{j}^{2}\right\}$.

Working with the remaining balls, we now produce the family $\mathcal{B}_{3}$, and so forth (see Figure 4.2). Clearly, since in total there are only finitely many balls, this procedure must stop. We will have produced finitely many -say $q$-nonempty families of pairwise disjoint balls, $\mathcal{B}_{1}, \ldots, \mathcal{B}_{q}$. It remains to say how large $q$ can be.

Suppose that $q>K(N)+1$, where $K(N)$ is as in the lemma. Let $B_{1}^{q}$ be the first ball in the family $\mathcal{B}_{q}$. That ball must have intersected a ball in each of the preceding families; by our selection procedure, each of those balls must have been at least as large in radius as $B_{1}^{q}$. Thus $B_{1}^{q}$ is an open ball with at least $K(N)+1$ "neighbors" as in the lemma. But the lemma says that a ball can only have $K(N)$ such neighbors. That is a contradiction.

We conclude that $q \leq K(N)+1$. That proves the theorem.
Recall the notion of a Radon measure from Definition 1.2.11 in Section 1.2.1. Using the Besicovitch covering theorem instead of Wiener's covering lemma, we can prove a result like Vitali's (Proposition 4.1.2) for more general Radon measures:

Proposition 4.2.3 Let $\mu$ be a Radon measure on $\mathbb{R}^{N}$. Let $A \subseteq \mathbb{R}^{N}$ and let $\mathcal{B}$ be a family of closed balls such that each point of $A$ is the center of arbitrarily small balls in $\mathcal{B}$. Then there are disjoint balls $B_{j} \in \mathcal{B}$ such that

$$
\mu\left(A \backslash \bigcup_{j} B_{j}\right)=0
$$

Proof. We shall follow the same proof strategy as for Proposition 4.1.2. We may as well suppose that $\mu(A)>0$, else there is nothing to prove. We also suppose (as we have done in the past) that $A$ is bounded. Let $K$ be as in Theorem 4.2.1. The Radon property of $\mu$ now implies that there is an open set $U$ such that $A \subseteq U$ and

$$
\mu(U) \leq\left(1+[4 \cdot K]^{-1}\right) \mu(A)
$$

Now Theorem 4.2.1 implies that there are subfamilies $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{K}$ such that each $\mathcal{B}_{j}$ is a collection of pairwise disjoint balls and

$$
\bar{A} \subseteq \bigcup_{j=1}^{K}\left[\bigcup_{B \in \mathcal{B}_{j}} B\right] \subseteq U .
$$

Now it is clear that

$$
\mu(A) \leq \sum_{j=1}^{K} \mu\left(\bigcup_{B \in \mathcal{B}_{j}} B\right)
$$

Hence there is a particular index $j_{0}$ such that

$$
\mu(A) \leq K \cdot \mu\left(\bigcup_{B \in \mathcal{B}_{j_{0}}} B\right)
$$

We set $A_{1}=A \backslash \bigcup_{B \in \mathcal{B}_{j_{0}}} B$. Then we may estimate

$$
\begin{aligned}
\mu\left(A_{1}\right) & \leq \mu\left(U \backslash \bigcup_{B \in \mathcal{B}_{j_{0}}} B\right) \\
& =\mu(U)-\mu\left(\bigcup_{B \in \mathcal{B}_{j_{0}}} B\right) \\
& \leq\left(1+[4 \cdot K]^{-1}-K^{-1}\right) \cdot \mu(A) \\
& =u \cdot \mu(A)
\end{aligned}
$$

with $u=1-(3 / 4) \cdot K^{-1}$. Now we simply iterate the construction, just as in the proof of Proposition 4.1.2.

We may dispense with the hypothesis that $A$ is bounded just as in the proof of Proposition 4.1.2-making the additional observation that the Radon measure $\mu$ can measure at most countably many hyperplanes parallel to the axes with positive measure (so that we can avoid them when we chop up space into cubes).

### 4.3 Decomposition and Differentiation of Measures

Next we turn to differentiation theorems for measures. These are useful in geometric measure theory and also in the theory of singularities for partial differential equations.

Suppose that $\mu$ and $\lambda$ are Radon measures on $\mathbb{R}^{N}$. We define the upper derivate of $\mu$ with respect to $\lambda$ at a point $x \in \mathbb{R}^{N}$ to be

$$
\bar{D}_{\lambda}(\mu, x) \equiv \limsup _{r \downarrow 0} \frac{\mu[\mathbb{B}(x, r)]}{\lambda[\mathbb{B}(x, r)]}
$$

and the lower derivate of $\mu$ with respect to $\lambda$ at a point $x \in \mathbb{R}^{N}$ to be

$$
\underline{D}_{\lambda}(\mu, x) \equiv \liminf _{r \downarrow 0} \frac{\mu[\mathbb{B}(x, r)]}{\lambda[\mathbb{B}(x, r)]} .
$$

At a point $x$ where the upper and lower derivates are equal, we define the derivative of $\mu$ by $\lambda$ to be

$$
D_{\lambda}(\mu, x)=\bar{D}_{\lambda}(\mu, x)=\underline{D}_{\lambda}(\mu, x) .
$$

Remark 4.3.1 It is convenient when calculating these derivates to declare $0 / 0=0$ (this is analogous to other customs in measure theory). The derivates that we have defined are Borel functions. To see this, first observe that $x \mapsto \mu[\mathbb{B}(x, r)]$ is continuous. This is in fact immediate from Lebesgue's dominated convergence theorem. Next notice that our definition of the three derivates does not change if we restrict $r$ to lie in the positive rationals. Since, for each fixed $r$, the function

$$
x \longmapsto \frac{\mu[\mathbb{B}(x, r)]}{\lambda[\mathbb{B}(x, r)]}
$$

is continuous, and since the supremum and infimum of a countable family of Borel functions is Borel, we are done.

Definition 4.3.2 Let $\mu$ and $\lambda$ be measures on $\mathbb{R}^{N}$. We say that $\mu$ is absolutely continuous with respect to $\lambda$ if, for $A \subseteq \mathbb{R}^{N}$,

$$
\lambda(A)=0 \quad \text { implies } \quad \mu(A)=0 .
$$

It is common to denote this relation by $\mu \ll \lambda$.
Our next result will require the following lemma:
Lemma 4.3.3 Let $\mu$ and $\lambda$ be Radon measures on $\mathbb{R}^{N}$. Let $0<t<\infty$ and suppose that $A \subseteq \mathbb{R}^{N}$.
(1) If $\underline{D}_{\lambda}(\mu, x) \leq t$ for all $x \in A$ then $\mu(A) \leq t \lambda(A)$.
(2) If $\bar{D}_{\lambda}(\mu, x) \geq t$ for all $x \in A$ then $\mu(A) \geq t \lambda(A)$.

Proof. If $\epsilon>0$ then the Radon property gives us an open set $U$ such that $A \subseteq U$ and $\lambda(U) \leq \lambda(A)+\epsilon$. Then the Vitali theorem for Radon measures (Proposition 4.2.3) gives disjoint, closed balls $B_{j} \subseteq U$ such that

$$
\mu\left(B_{j}\right) \leq(t+\epsilon) \lambda\left(B_{j}\right) \quad \text { (provided the balls are sufficiently small) }
$$

and

$$
\mu\left(A \backslash \bigcup_{j} B_{j}\right)=0
$$

We conclude that

$$
\begin{aligned}
\mu(A) & \leq \sum_{j} \mu\left(B_{j}\right) \leq(t+\epsilon) \sum_{j} \lambda\left(B_{j}\right) \\
& \leq(t+\epsilon) \lambda(U) \leq(t+\epsilon)(\lambda(A)+\epsilon)
\end{aligned}
$$

Letting $\epsilon \rightarrow 0$ yields $\mu(A) \leq t \cdot \lambda(A)$. This is assertion (1). Assertion (2) may be established in just the same way.

Theorem 4.3.4 Suppose that $\mu$ and $\lambda$ are Radon measures on $\mathbb{R}^{N}$.
(1) The derivative $D_{\lambda}(\mu, x)$ exists $\lambda$-almost everywhere.
(2) For any Borel set $B \subseteq \mathbb{R}^{N}$,

$$
\int_{B} D_{\lambda}(\mu, x) d \lambda(x) \leq \mu(B)
$$

with equality if $\mu \ll \lambda$.
(3) The relation $\mu \ll \lambda$ holds if and only if $\underline{D}_{\lambda}(\mu, x)<\infty$ for $\mu$-almost all $x \in \mathbb{R}^{N}$.

## Proof.

(1) Let $0<r<\infty$ and $0<s<t<\infty$. Define

$$
A_{s, t}(r)=\left\{x \in \mathbb{B}(0, r): \underline{D}_{\lambda}(\mu, x) \leq s<t \leq \bar{D}_{\lambda}(\mu, x)\right\}
$$

and

$$
A_{t}(r)=\left\{x \in \mathbb{B}(0, r): \bar{D}_{\lambda}(\mu, x) \geq t\right\} .
$$

Now Lemma 4.3.3 implies that

$$
t \cdot \lambda\left(A_{s, t}(r)\right) \leq \mu\left(A_{s, t}(r)\right) \leq s \cdot \lambda\left(A_{s, t}(r)\right)<\infty
$$

and, for $u>0$,

$$
u \cdot \lambda\left(A_{u}(r)\right) \leq \mu\left(A_{u}(r)\right) \leq \mu[\mathbb{B}(0, r)]<\infty .
$$

Since $s<t$, these inequalities imply that $\lambda\left(A_{s, t}(r)\right)=0$ and $\lambda\left(\bigcap_{u>0} A_{u}(r)\right)=$ $\lim _{u \rightarrow \infty} \lambda\left(A_{u}(r)\right)=0$. But

$$
\begin{aligned}
\mathbb{R}^{N} \backslash & \left\{x \in \mathbb{R}^{N}: D_{\lambda}(\mu, x) \text { exists and is finite }\right\} \\
& =\bigcup_{\substack{s, t \in Q^{+}, s<t \\
r \in \mathbb{N}}} A_{s, t}(r) \cup \bigcap_{u>0, r \in \mathbb{N}} A_{u}(r) .
\end{aligned}
$$

We see then that this set has $\lambda$-measure 0 , and this proves assertion (1).
(2) For $1<t<\infty$ and $p=0, \pm 1, \pm 2, \ldots$, we define

$$
B_{p}=\left\{x \in B: t^{p} \leq D_{\lambda}(\mu, x)<t^{p+1}\right\} .
$$

Then part (1) above and Lemma 4.3.3(2) yield that

$$
\begin{aligned}
\int_{B} D_{\lambda}(\mu, x) d \lambda(x) & =\sum_{k=-\infty}^{\infty} \int_{B_{k}} D_{\lambda}(\mu, x) d \lambda(x) \\
& \leq \sum_{k=-\infty}^{\infty} t^{k+1} \lambda\left(B_{k}\right) \\
& \leq t \cdot \sum_{k=-\infty}^{\infty} \mu\left(B_{k}\right) \\
& \leq t \cdot \mu(B) .
\end{aligned}
$$

Letting $t \downarrow 1$ yields then $\int_{B} D_{\lambda}(\mu, x) d \lambda(x) \leq \mu(B)$.

Suppose now that $\mu \ll \lambda$. Then the sets of $\lambda$-measure 0 are of course also sets of $\mu$-measure zero. Part (1) tells us that $D_{\lambda}(\mu, x)=1 / D_{\mu}(\lambda, x)>0$ for $\mu$-almost every $x$. We conclude that $\mu(B)=\sum_{k=-\infty}^{\infty} \mu\left(B_{k}\right)$ and an argument similar to the one just given (using Lemma 4.3.3(2)) gives the inequality $\int_{B} D_{\lambda}(\mu, x) d \lambda(x) \geq \mu(B)$.
(3) By (1), we know that $\underline{D}_{\lambda}(\mu, x)<\infty$ at $\lambda$-almost every $x$; if $\mu \ll \lambda$ then this also holds at $\mu$-almost every $x$.

For the reverse direction in (3), assume that $\underline{D}_{\lambda}(\mu, x)<\infty$ for $\mu$-almost all $x \in \mathbb{R}^{N}$. Take $A \subseteq \mathbb{R}^{N}$ with $\lambda(A)=0$. For $u=1,2, \ldots$, Lemma 4.3.3(2) gives

$$
\mu\left(\left\{x \in A: \underline{D}_{\lambda}(\mu, x) \leq u\right\} \leq u \cdot \lambda(A)=0 .\right.
$$

We conclude that $\mu(A)=0$.
Now we reach our first goal, which is a density theorem and a theorem on the differentiation of integrals for Radon measures.

Theorem 4.3.5 Let $\lambda$ be a Radon measure on $\mathbb{R}^{N}$.
(1) If $A \subseteq \mathbb{R}^{N}$ is $\lambda$-measurable then the limit

$$
\lim _{r \downarrow 0} \frac{\lambda(A \cap \mathbb{B}(x, r))}{\lambda[\mathbb{B}(x, r)]}
$$

exists and equals 1 for $\lambda$-almost every $x \in A$ and equals 0 for $\lambda$-almost every $x \in \mathbb{R}^{N} \backslash A$.
(2) If $f: \mathbb{R}^{N} \rightarrow \overline{\mathbb{R}}$ is locally $\lambda$-integrable, then

$$
\lim _{r \downharpoonright 0} \frac{1}{\lambda[\mathbb{B}(x, r)]} \int_{\mathbb{B}(x, r)} f(x) d \lambda(x)=f(x)
$$

for $\lambda$-almost every $x \in \mathbb{R}^{N}$.
Proof. Part (1) follows from part (2) by setting $f=\chi_{A}$. To prove (2), we may take $f \geq 0$. Define $\mu(A)=\int_{A} f(x) d \lambda(x)$. Then $\mu$ is a Radon measure and $\mu \ll \lambda$. Theorem 4.3.4(2) now yields that

$$
\int_{E} D_{\lambda}(\mu, x) d \lambda(x)=\mu(E)=\int_{E} f d \lambda
$$

for all Borel sets $E$. This clearly entails $f(x)=D_{\lambda}(\mu, x)$ for $\lambda$-almost all $x \in \mathbb{R}^{N}$. That proves (2).

We say that two Radon measures $\mu$ and $\lambda$ are mutually singular if there is a set $A \subseteq \mathbb{R}^{N}$ such that $\lambda(A)=0=\mu\left(\mathbb{R}^{N} \backslash A\right)$. Now we have a version of the Radon-Nikodym theorem combined with the Lebesgue decomposition.

Theorem 4.3.6 Suppose that $\lambda$ and $\mu$ are finite Radon measures on $\mathbb{R}^{N}$. Then there is a Borel function $f$ and a Radon measure $\nu$ such that $\lambda$ and $\nu$ are mutually singular and

$$
\mu(E)=\int_{E} f d \lambda+\nu(E)
$$

for any Borel set $E \subseteq \mathbb{R}^{N}$. Furthermore, $\mu \ll \lambda$ if and only if $\nu=0$.

Proof. Define

$$
A=\left\{x \in \mathbb{R}^{N}: \underline{D}_{\lambda}(\mu, x)<\infty\right\} .
$$

Recalling that $L$ denotes the restriction of a measure, we set

$$
\mu_{1}=\mu \mathrm{L} A \quad \text { and } \quad \nu=\mu \mathrm{L}\left(\mathbb{R}^{N} \backslash A\right)
$$

Then obviously $\mu=\mu_{1}+\nu$, and $\lambda$ and $\nu$ are mutually singular by Theorem 4.3.4(1). Now Lemma 4.3.3(1), gives $\mu_{1} \ll \lambda$, hence $\mu_{1}$ has the required representation by Theorem 4.3.4(2) with $f(x)=D_{\lambda}(\mu, x)$. The last statement of the theorem is now obvious.

We conclude this section with some results concerning densities of measures (see Definition 2.2.1).

Theorem 4.3.7 Fix $0<t$. If $\mu$ is a Borel regular measure on $\mathbb{R}^{N}$ and $A \subseteq C \subseteq \mathbb{R}^{N}$, then

$$
t \leq \Theta^{* M}\left(\mu\llcorner C, x), \text { for all } x \in A, \quad \text { implies } \quad t \cdot \mathcal{S}^{M}(A) \leq \mu(C)\right.
$$

Remark 4.3.8 Since spherical measure is always at least as large as Hausdorff measure, we also have the conclusion

$$
t \leq \Theta^{* M}(\mu \mathrm{~L} C, x), \text { for all } x \in A, \text { implies } t \cdot \mathcal{H}^{M}(A) \leq \mu(C)
$$

Proof. Without loss of generality, we may assume $0<t$ and $\mu(C)<\infty$. It will also be sufficient to prove $t<\Theta^{* M}(\mu \mathrm{~L} B, x)$, for all $x \in A$, implies $t \cdot \mathcal{S}^{M}(A) \leq \mu(B)$.

Fix $0<\delta$. We will estimate the approximating measure $\mathcal{S}_{6 \delta}^{M}(A)$. This estimation will require a special type of covering which we construct next.

Set

$$
\begin{aligned}
\mathcal{B} & =\left\{\overline{\mathbb{B}}(x, r): x \in A, \quad 0<r \leq \delta, \quad t \cdot \Omega_{M} \cdot r^{m} \leq(\mu L C) \overline{\mathbb{B}}(x, r)\right\}, \\
\mathcal{B}_{1} & =\left\{\overline{\mathbb{B}}(x, r) \in \mathcal{B}: \quad 2^{-1} \delta<r \leq \delta\right\},
\end{aligned}
$$

and let $\mathcal{B}_{1}^{\prime}$ be a maximal pairwise disjointed subfamily of $\mathcal{B}_{1}$.
Assuming $\mathcal{B}_{1}^{\prime}, \mathcal{B}_{2}^{\prime}, \ldots, \mathcal{B}_{k}^{\prime}$ have already been defined, set

$$
\mathcal{B}_{j+1}=\left\{\overline{\mathbb{B}}(x, r) \in \mathcal{B}: 2^{-(j+1)} \delta<r \leq 2^{-j} \delta, \quad \emptyset=\overline{\mathbb{B}}(x, r) \cap \bigcup_{i=1}^{j} \bigcup_{B \in \mathcal{B}_{i}^{\prime}} B\right\},
$$

and let $\mathcal{B}_{j+1}^{\prime}$ be a maximal pairwise disjointed subfamily of $\mathcal{B}_{j+1}$.
Note that the assumption $\mu(B)<\infty$ insures that each $\mathcal{B}_{i}^{\prime}$ is finite. Also note that, by construction, any two closed balls in the family $\bigcup_{i=1}^{\infty} \mathcal{B}_{i}^{\prime}$ are disjoint, so we have

$$
\begin{equation*}
\sum_{i=1}^{\infty} \sum_{B \in \mathcal{B}_{i}^{\prime}}(\mu \mathrm{L} C)(B)=(\mu \mathrm{L} C)\left(\bigcup_{i=1}^{\infty} \bigcup_{B \in \mathcal{B}_{i}^{\prime}} B\right) \leq \mu(C) \tag{4.3}
\end{equation*}
$$

Claim: For each $n$,

$$
\begin{equation*}
A \subseteq\left(\cup_{i=1}^{n} \cup_{B \in \mathcal{B}_{i}^{\prime}} B\right) \cup\left(\cup_{i=n+1}^{\infty} \cup_{B \in \mathcal{K}_{i}^{2}} \widehat{B}\right) \tag{4.4}
\end{equation*}
$$

holds, where, for each ball $B=\overline{\mathbb{B}}(x, r)$, we set $\widehat{B}=\overline{\mathbb{B}}(x, 3 r)$.
To verify the claim, consider $x \notin \bigcup_{i=1}^{n} \bigcup_{B \in \mathcal{B}_{i}} B$. Since $\bigcup_{i=1}^{n} \bigcup_{B \in \mathcal{B}_{i}} B$ is closed, there is $\overline{\mathbb{B}}(x, r) \in \mathcal{B}$ so that

$$
\emptyset=\overline{\mathbb{B}}(x, r) \cap \bigcup_{i=1}^{j} \bigcup_{B \in \mathcal{B}_{i}^{\prime}} B .
$$

Letting $k$ be such that $2^{-k}<r \leq 2^{-(k-1)}$, we see that if $\overline{\mathbb{B}}(x, r) \notin \mathcal{B}_{k}^{\prime}$, then

$$
\emptyset \neq \overline{\mathbb{B}}(x, r) \cap \bigcup_{i=j+1}^{k} \cup_{B \in \mathcal{B}_{i}^{\prime}} B .
$$

Thus there is $\overline{\mathbb{B}}(y, t) \in \mathcal{B}_{i}^{\prime}$, where $n+1 \leq i \leq k$, such that $\emptyset \neq \overline{\mathbb{B}}(x, r) \cap \overline{\mathbb{B}}(y, t)$. Since $r \leq 2^{-(k-1}$ and $2^{-k}<t$, we have $x \in \overline{\mathbb{B}}(y, r+t) \subseteq \overline{\mathbb{B}}(y, 3 t)$. The claim is proved.

Let $\epsilon>0$ be arbitrary. By (4.3), we choose $n$ so that

$$
\sum_{i=1}^{\infty} \sum_{B \in \mathcal{B}_{i}^{\prime}}(\mu \mathrm{L} C)(B)<\epsilon
$$

Using the claim and letting rad $B$ denote the radius of the ball $B$, we estimate

$$
\begin{aligned}
\mathcal{S}_{6 \delta}^{M}(A) & \leq\left(\sum_{i=1}^{n} \sum_{B \in \mathcal{B}_{i}^{\prime}} \Omega_{M}(\operatorname{rad} B)^{M}\right)+\left(\sum_{i=n+1}^{\infty} \sum_{B \in \mathcal{B}_{i}^{\prime}} \Omega_{M}(\operatorname{rad} \widehat{B})^{M}\right) \\
& =\left(\sum_{i=1}^{n} \sum_{B \in \mathcal{B}_{i}^{\prime}} \Omega_{M}(\operatorname{rad} B)^{M}\right)+3^{M}\left(\sum_{i=n+1}^{\infty} \sum_{B \in \mathcal{B}_{i}^{\prime}} \Omega_{M}(\operatorname{rad} B)^{M}\right) \\
& \leq t^{-1}\left(\sum_{i=1}^{n} \sum_{B \in \mathcal{B}_{i}^{\prime}}(\mu \mathrm{L} C) B\right)+3^{M} t^{-1}\left(\sum_{i=n+1}^{\infty} \sum_{B \in \mathcal{B}_{i}^{\prime}}(\mu \mathrm{L} C) B\right) \\
& \leq t^{-1}\left[\mu(C)+3^{M} \epsilon\right] .
\end{aligned}
$$

Since $\epsilon>0$ was arbitrary, we conclude that $\mathcal{S}_{6 \delta}^{M}(A) \leq t^{-1} \mu(C)$. The result follows, since $\delta>0$ was also arbitrary.

Corollary 4.3.9 In $\mathbb{R}^{N}$, the measures $\mathcal{S}^{N}, \mathcal{H}^{N}, \mathcal{T}^{N}, \mathcal{C}^{N}, \mathcal{G}^{N}, \mathcal{Q}_{t}^{N}$, and $\mathcal{I}_{t}^{N}$ $(1 \leq t \leq \infty)$ all agree with the $N$-dimensional Lebesgue measure $\mathcal{L}^{N}$.

Proof. Noting that $\beta_{t}(N, N)=1$, for $1 \leq t \leq \infty$, and using Proposition 2.1.5, we see that $\mathcal{S}^{N}$ is the largest of the measures $\mathcal{S}^{N}, \mathcal{H}^{N}, \mathcal{T}^{N}, \mathcal{C}^{N}$, $\mathcal{G}^{N}, \mathcal{Q}_{t}^{N}$, and $\mathcal{I}_{t}^{N}$, while $\mathcal{I}_{1}^{N}$ is the smallest. Theorem 4.3.7 implies $\mathcal{S}^{N} \leq \mathcal{L}^{N}$ and (2.9) gives us $\mathcal{I}_{1}^{N} \geq \mathcal{L}^{N}$, so the result follows.

Corollary 4.3.10 If $\mu$ is a Borel regular measure on $\mathbb{R}^{N}, A \subseteq \mathbb{R}^{N}$ is $\mu$ measurable, and $\mu(A)<\infty$, then

$$
\Theta^{* M}(\mu \mathrm{~L} A, x)=0
$$

holds for $\mathcal{S}^{M}$-almost every $x \in \mathbb{R}^{N} \backslash A$.

Proof. Let $j$ be a positive integer and set

$$
C_{j}=\left\{x \in\left(\mathbb{R}^{N} \backslash A\right): j^{-1} \leq \Theta^{* M}(\mu\llcorner A, x)\} .\right.
$$

Arguing by contradiction, suppose that $\mathcal{H}^{M}\left(C_{j}\right)$ is positive. Then, by the Borel regularity of $\mu$, we can find a closed set $E \subseteq A$ such that

$$
\mu(A \backslash E)<j^{-1} \cdot \mathcal{H}^{M}\left(C_{j}\right)
$$

For $x \in C_{j}$, since $E$ is closed and $x \notin E$, we have

$$
\begin{aligned}
j^{-1} \leq \Theta^{* M}(\mu \mathrm{~L} A, x) & =\Theta^{* M}[\mu \mathrm{~L}(A \backslash E), x] \\
& =\Theta^{* M}\left[\left(\mu\llcorner A)\left\llcorner\left(\mathbb{R}^{N} \backslash E\right), x\right]\right.\right.
\end{aligned}
$$

So we can apply Theorem 4.3.7 (with the roles of $\mu, A$, and $B$ played by $\mu \mathrm{L} A, \mathbb{R}^{N} \backslash E$, and $C_{j}$, respectively), to conclude that

$$
t \cdot \mathcal{S}^{M}\left(C_{j}\right) \leq\left(\mu\llcorner A)\left(\mathbb{R}^{N} \backslash E\right)=\mu(A \backslash E),\right.
$$

a contradiction.
Thus we have $\mathcal{S}^{M}\left(C_{j}\right)=0$ and the result follows.

### 4.4 Maximal Functions Redux

It is possible to construe the Hardy-Littlewood maximal function in the more general context of measures.

Definition 4.4.1 Let $\mu$ be a Radon measure on $\mathbb{R}^{N}$. If $f$ is a $\mu$-measurable function and $x \in \mathbb{R}^{N}$ then we define

$$
M_{\mu} f(x)=\sup _{r>0} \frac{1}{\mu[\mathbb{B}(x, r)]} \int_{\mathbb{B}(x, r)}|f(t)| d \mu(t) .
$$

Further, and more generally, if $\nu$ is a Radon measure on $\mathbb{R}^{N}$ then we define

$$
M_{\mu} \nu(x)=\sup _{r>0} \frac{\nu[\mathbb{B}(x, r)]}{\mu[\mathbb{B}(x, r)]} .
$$

Finally, it is sometimes useful to have the non-centered maximal operator $\widetilde{M}_{\mu}$ defined by

$$
\widetilde{M}_{\mu} f(x)=\sup _{\mathbb{B}(z, r) \ni x} \frac{1}{\mu[\mathbb{B}(z, r)]} \int_{\mathbb{B}(z, r)}|f(t)| d \mu(t) .
$$

A similar definition may be given for the maximal function of a Radon measure.

The principal result about these maximal functions is the following:
Theorem 4.4.2 The operator $M_{\mu}$ is weak type $(1,1)$ in the sense that

$$
\mu\left\{x \in \mathbb{R}^{N}: M_{\mu} \nu(x)>s\right\} \leq C \cdot \frac{\nu\left(\mathbb{R}^{N}\right)}{s}
$$

In particular, if $f \in L^{1}(\mu)$ then

$$
\mu\left\{x \in \mathbb{R}^{N}: M_{\mu} f(x)>s\right\} \leq C \cdot \frac{\|f\|_{L^{1}}}{s}
$$

In case the measure $\mu$ satisfies the enlargement condition $\mu[\mathbb{B}(x, 3 r)] \leq$ $c \cdot \mu[\mathbb{B}(x, r)]$, then we have

$$
\mu\left\{x \in \mathbb{R}^{N}: \widetilde{M}_{\mu} \nu(x)>s\right\} \leq c \cdot \nu\left\{x \in \mathbb{R}^{N}: \widetilde{M}_{\mu} \nu(x)>s\right\}
$$

The proof of this result follows the same lines as the development of Proposition 4.1.4, and we omit the details. A full account may be found in [Mat 95].

## Chapter 5

## Analytical Tools: the Area Formula, the Coarea Formula, and Poincaré Inequalities

### 5.1 The Area Formula

The main result of this section is the following theorem.
Theorem 5.1.1 (Area Formula) If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a Lipschitz function and $M \leq N$, then

$$
\begin{equation*}
\int_{A} J_{M} f(x) d \mathcal{L}^{M} x=\int_{\mathbb{R}^{N}} \operatorname{card}\left(A \cap f^{-1}(y)\right) d \mathcal{H}^{M} y \tag{5.1}
\end{equation*}
$$

holds for each Lebesgue measurable subset $A$ of $\mathbb{R}^{M}$.
See Figure 5.1. Here $J_{M} f$ denotes the $M$-dimensional Jacobian of $f$ which will be defined below in Definition 5.1.3. In case $M=N$, the $M$-dimensional Jacobian agrees with the usual Jacobian $|\operatorname{det}(D f)|$.

The proof of the area formula separates into three fundamental parts. The first is understanding the situation for linear maps. The second is extending our understanding to the behavior of maps which are well approximated by linear maps. This second part of the proof is essentially multivariable calculus, and the area formula for $C^{1}$ maps follows readily. The third part of the proof brings in the measure theory that allows us to reduce the behavior of Lipschitz maps to that of maps that are well approximated by linear maps.


Figure 5.1: The area formula.

In the next section we will treat the coarea formula which applies to a Lipschitz map $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$, but with $M \geq N$ instead of $M \leq N$. The proof of the coarea formula is similar to the proof of the area formula in that the same three steps of understanding linear maps, understanding maps well approximated by linear maps, and applying measure theory are fundamental. The discussion of linear maps in the next subsection will be applicable to both the area formula and the coarea formula.

### 5.1.1 Linear Maps

A key ingredient in the area formula is the $K$-dimensional Jacobian which is a measure of how $K$-dimensional area transforms under the differential of a mapping. Since a linear map sends one parallelepiped into another, the fundamental question is "What is the $K$-dimensional area of the parallelepiped determined by a set of $K$ vectors in $\mathbb{R}^{N}$ ?" Of course the answer is known, and G. J. Porter gave a particularly lucid derivation in [Por 96]. We follow Porter's approach in the argument given below.

Since we will often need to divide by the $K$-dimensional area of a parallelepiped, when we say that $P$ is a $K$-dimensional parallelepiped, we will assume that $P$ is not contained in any $(K-1)$-dimensional subspace. That is, when $P$ is a $K$-dimensional parallelepiped we mean that there are linearly independent vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{K}$ such that

$$
P=\left\{\sum_{i=1}^{K} \lambda_{i} \mathbf{v}_{i}: 0 \leq \lambda_{i} \leq 1, \text { for } i=1,2, \ldots, K\right\}
$$

Proposition 5.1.2 If

$$
\mathbf{v}_{i}=\left(\begin{array}{c}
v_{1 i}  \tag{5.2}\\
v_{2 i} \\
\vdots \\
v_{N i}
\end{array}\right), \text { for } i=1,2, \ldots, K
$$

are vectors in $\mathbb{R}^{N}$, then the parallelepiped determined by those vectors has $K$-dimensional area

$$
\begin{equation*}
\sqrt{\operatorname{det}\left(V^{\mathrm{t}} V\right)} \tag{5.3}
\end{equation*}
$$

where $V$ is the $N \times K$ matrix having $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{K}$ as its columns.
Proof. If the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{K}$ are orthogonal, then the result is immediate. Thus we will reduce the general case to this special case.

Notice that Cavalieri's Principle shows us that adding a multiple of $\mathbf{v}_{i}$ to another vector $\mathbf{v}_{j}, j \neq i$, does not change the $K$-dimensional area of the parallelepiped determined by the vectors. But also notice that such an operation on the vectors $\mathbf{v}_{i}$ is equivalent to multiplying $V$ on the right by a $K \times K$ triangular matrix with 1 s on the diagonal (upper triangular if $i<j$ and lower triangular if $i>j$ ). The Gram-Schmidt orthogonalization procedure is effected by a sequence of operations of precisely this type. Thus we see that there is an upper triangular matrix $A$ with 1 s on the diagonal such that $V A$ has orthogonal columns and the columns of $V A$ determine a parallelepiped with the same $K$-dimensional area as the parallelepiped determined by $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{N}$. Since the columns of $V A$ are orthogonal, we know that $\sqrt{\operatorname{det}\left((V A)^{\mathrm{t}}(V A)\right)}$ equals the $K$-dimensional area of the parallelepiped determined by its columns, and thus equals the $K$-dimensional area of the parallelepiped determined by $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{K}$. Finally, we compute

$$
\begin{aligned}
\operatorname{det}\left((V A)^{\mathrm{t}}(V A)\right) & =\operatorname{det}\left(A^{\mathrm{t}} V^{\mathrm{t}} V A\right) \\
& =\operatorname{det}\left(A^{\mathrm{t}}\right) \operatorname{det}\left(V^{\mathrm{t}} V\right) \operatorname{det}(A) \\
& =\operatorname{det}\left(V^{\mathrm{t}} V\right)
\end{aligned}
$$

Definition 5.1.3 Suppose that $U \subseteq \mathbb{R}^{M}, f: U \rightarrow \mathbb{R}^{N}, f$ is differentiable at $a$, and $K \leq M$. We define the $K$-dimensional Jacobian of $f$ at $a$, denoted $J_{K} f(a)$, by setting

$$
J_{K} f(a)=\sup \left\{\frac{\mathcal{H}^{K}[D f(a)(P)]}{\mathcal{H}^{K}[P]}:\right.
$$

$$
\begin{equation*}
\left.P \text { is a } K \text {-dimensional parallelepiped contained in } \mathbb{R}^{M}\right\} \tag{5.4}
\end{equation*}
$$

The conventional situation considered in elementary multivariable calculus is that in which $K=M=N$. In that case, it is easily seen from Proposition 5.1.2 that one may choose $P$ to be the unit $M$-dimensional cube and that $J_{M} f(a)=J_{N} f(a)=|\operatorname{det}(D f(a))|$.

Two other special cases are of interest: They are when $K=M<N$ and when $M>N=K$. When $K=M<N$, again one can choose $P$ to be the unit $M$-dimensional cube in $\mathbb{R}^{M}$. The image of $P$ under $D f(a)$ is the parallelepiped determined by the columns of the matrix representing $D f(a)$. It follows from Proposition 5.1.2 that $J_{M} f(a)=\sqrt{\operatorname{det}\left[(D f(a))^{\mathrm{t}}(D f(a))\right]}$.

When $M>N=K$, then $P$ should be chosen to lie in the orthogonal complement of the kernel of $D f(a)$. This follows because if $P$ is any parallelepiped in $\mathbb{R}^{M}$, then the image under $D f(a)$ of the orthogonal projection of $P$ onto the orthogonal complement of the kernel of $D f(a)$ is the same as the image of $P$ under $D f(a)$, while $N$-dimensional area of the orthogonal projection is no larger than the $N$-dimensional area of $P$.

It is plain to see that the orthogonal complement of the kernel of $D f(a)$ is the span of the columns of $(D f(a))^{\mathrm{t}}$. If we begin with the parallelepiped determined by the columns of $(D f(a))^{\mathrm{t}}$, then that parallelepiped maps onto the parallelepiped determined by the columns of $(D f(a))(D f(a))^{\mathrm{t}}$. By Proposition 5.1.2, the $N$-dimensional area of the first parallelepiped is

$$
\sqrt{\operatorname{det}\left[(D f(a))(D f(a))^{\mathrm{t}}\right]}
$$

and the N -dimensional area of the second parallelepiped is

$$
\begin{gathered}
\sqrt{\operatorname{det}\left[\left((D f(a))(D f(a))^{\mathrm{t}}\right)^{\mathrm{t}}\left((D f(a))(D f(a))^{\mathrm{t}}\right)\right]} \\
=\operatorname{det}\left[(D f(a))(D f(a))^{\mathrm{t}}\right]
\end{gathered}
$$

so the ratio is $J_{N} f(a)=\sqrt{\operatorname{det}\left[(D f(a))(D f(a))^{\mathrm{t}}\right]}$. (The preceding discussion could also have been phrased in terms of the effect of the adjoint of $D f$ on the area of a parallelepiped in $\mathbb{R}^{N}$.)

We summarize the above facts in the following lemma.
Lemma 5.1.4 Suppose $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is differentiable at $a$.
(1) If $M=N$, then

$$
\begin{equation*}
J_{M} f(a)=J_{N} f(a)=|\operatorname{det}(D f(a))| \tag{5.5}
\end{equation*}
$$

(2) If $M \leq N$, then

$$
\begin{equation*}
J_{M} f(a)=\sqrt{\operatorname{det}\left[(D f(a))^{\mathrm{t}}(D f(a))\right]} \tag{5.6}
\end{equation*}
$$

(3) If $M \geq N$, then

$$
\begin{equation*}
J_{N} f(a)=\sqrt{\operatorname{det}\left[(D f(a))(D f(a))^{\mathrm{t}}\right]} \tag{5.7}
\end{equation*}
$$

Remark 5.1.5 The generalized Pythagorean theorem from [Por 96] allows one to see that the righthand side of either (5.6) or (5.7) is equal to the square root of the sum of the squares of the $K \times K$ minors of $D f(a)$, where $K=\min \{M, N\}$. This is the form one is naturally led to if one develops the $K$-dimensional Jacobian via the alternating algebra over $\mathbb{R}^{M}$ and $\mathbb{R}^{N}$ as in [Fed 69].

We will also need to make use of the polar decomposition of linear maps.

## Theorem 5.1.6 (Polar Decomposition)

(1) If $M \leq N$ and $T: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is linear, then there exists a symmetric linear map $S: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ and an orthogonal linear map $U: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ such that $T=U \circ S$.
(2) If $M \geq N$ and $T: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is linear, then there exists a symmetric linear map $S: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ and an orthogonal linear map $U: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ such that $T=S \circ U^{\mathrm{t}}$.

## Proof.

(1) For convenience, let us first suppose that $T$ is of full rank. The $M \times M$ matrix $T^{\mathrm{t}} T$ is symmetric and positive definite. So $T^{\mathrm{t}} T$ has a complete set of $M$ orthonormal eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{M}$ associated with the positive eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{M}$.

We define $S: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ by setting

$$
S\left(\mathbf{v}_{i}\right)=\sqrt{\lambda_{i}} \mathbf{v}_{i} .
$$

Using the orthonormal basis $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{M}$, we see that $S$ is represented by a diagonal matrix, thus $S$ is symmetric.

We define $U: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ by setting

$$
U\left(\mathbf{v}_{i}\right)=\frac{1}{\sqrt{\lambda_{i}}} T\left(\mathbf{v}_{i}\right)
$$

We calculate

$$
\begin{aligned}
U\left(\mathbf{v}_{i}\right) \cdot U\left(\mathbf{v}_{j}\right) & =\frac{1}{\sqrt{\lambda_{i}}} \frac{1}{\sqrt{\lambda_{j}}} T\left(\mathbf{v}_{i}\right) \cdot T\left(\mathbf{v}_{j}\right) \\
& =\frac{1}{\sqrt{\lambda_{i}}} \frac{1}{\sqrt{\lambda_{j}}} \mathbf{v}_{i} \cdot\left(T^{\mathrm{t}} T\right)\left(\mathbf{v}_{j}\right) \\
& =\frac{1}{\sqrt{\lambda_{i}}} \frac{1}{\sqrt{\lambda_{j}}} \lambda_{j} \mathbf{v}_{i} \cdot \mathbf{v}_{j}=\delta_{i j}
\end{aligned}
$$

Thus $U$ is an orthogonal map.
In case $T$ is not of full rank, it follows that some of the $\lambda_{i} \mathrm{~S}$ may be zero. For such is we may choose $U\left(\mathbf{v}_{i}\right)$ arbitrarily, subject only to the requirement that $U\left(\mathbf{v}_{1}\right), U\left(\mathbf{v}_{2}\right), \ldots, U\left(\mathbf{v}_{n}\right)$ be an orthonormal set.
(2) We apply (1) to the mapping $T^{\mathrm{t}}$ to obtain a symmetric $S$ and orthogonal $U$ so that $T^{\mathrm{t}}=U \circ S$, but then $T=(U \circ S)^{\mathrm{t}}=S \circ U^{\mathrm{t}}$.

The first application of the Jacobian is in the following basic lemma concerning the behavior of Lebesgue measure under a linear map.

Lemma 5.1.7 If $A \subseteq \mathbb{R}^{M}$ is Lebesgue measurable and $T: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ is linear, then

$$
\mathcal{L}^{M}(T(A))=|\operatorname{det}(T)| \mathcal{L}^{M}(A) .
$$

Proof. Given $\epsilon>0$, we can find an open $U$ with $A \subseteq U$ and $\mathcal{L}^{M}(U \backslash A)<\epsilon$. We subdivide $U$ into cubes and the image of each cube is a parallelepiped. So

$$
\mathcal{L}^{M}(T(A)) \leq \mathcal{L}^{M}(T(U)) \leq|\operatorname{det}(T)| \mathcal{L}^{M}(U) \leq|\operatorname{det}(T)|\left[\epsilon+\mathcal{L}^{M}(A)\right]
$$

Letting $\epsilon \downarrow 0$, we see that

$$
\mathcal{L}^{M}(T(A)) \leq|\operatorname{det}(T)| \mathcal{L}^{M}(A)
$$

Now we need to prove the reverse inequality. Note that if $\operatorname{det}(T)=0$, then we are done. Assuming $\operatorname{det}(T) \neq 0$, we apply the case already proved to $T(A)$ and $T^{-1}$ to see that

$$
\mathcal{L}^{M}(A)=\mathcal{L}^{M}\left(T^{-1}(T(A))\right) \leq\left|\operatorname{det}\left(T^{-1}\right)\right| \mathcal{L}^{M}(T(A)) .
$$

The result follows since $\operatorname{det}\left(T^{-1}\right)=(\operatorname{det}(T))^{-1}$.

## Lemma 5.1.8 (Main Estimates for the Area Formula)

Suppose that $M \leq N, T: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is linear and of full rank, and that $0<\epsilon<\frac{1}{2}$. Let $\Pi$ be orthogonal projection onto the image of $T$. Set

$$
\begin{equation*}
\lambda=\inf \{\langle T, v\rangle:|v|=1\} . \tag{5.8}
\end{equation*}
$$

If the Lebesgue measurable set $A \subseteq \mathbb{R}^{M}$ is such that
(1) $D f(a)$ exists for $a \in A$,
(2) $\|D f(a)-T\|<\epsilon$ holds for $a \in A$,
(3) $|f(y)-f(a)-\langle D f(a), y-a\rangle|<\epsilon|y-a|$ holds for $y, a \in A$,
(4) $\left.\Pi\right|_{f(A)}$ is one-to-one,
then

$$
\begin{align*}
\left(1-3 \epsilon \lambda^{-1}\right)^{M} & \cdot J_{M} T \cdot \mathcal{L}^{M}(A) \leq \mathcal{H}^{M}(f(A)) \\
& \leq\left(1+2 \epsilon \lambda^{-1}\right)^{M} \cdot J_{M} T \cdot \mathcal{L}^{M}(A) \tag{5.9}
\end{align*}
$$

Proof. First we bound $\mathcal{H}^{M}(f(A))$ from above. We use the polar decomposition to write $T=U \circ S$, where $S: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ is symmetric and $U: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is orthogonal, and we note that $S$ is non-singular with $J_{M} S=J_{M} T$ and with $\lambda^{-1}=\left\|S^{-1}\right\|$.

Set $B=S(A)$ and $g=f \circ S^{-1}$. We know that

$$
\mathcal{L}^{M}(B)=J_{M} S \cdot \mathcal{L}^{M}(A)=J_{M} L \cdot \mathcal{L}^{M}(A)
$$

We claim that

$$
\operatorname{Lip}\left(\left.g\right|_{B}\right) \leq 1+2 \epsilon \lambda^{-1}
$$

To see this, suppose $z, b \in B$. Then with $a=S^{-1}(b), y=S^{-1}(z)$, it follows that $|y-a| \leq \lambda^{-1}|z-b|$. Therefore we have

$$
\begin{align*}
& |g(z)-g(b)| \\
& \begin{aligned}
\leq & |g(z)-g(b)-\langle D g(b), z-b\rangle|+|\langle D g(b)-U, z-b\rangle|+|\langle U, z-b\rangle| \\
= & |f(y)-f(a)-\langle D f(a), y-a\rangle| \\
& \quad+\left|\left\langle(D f(a)-T) \circ S^{-1}, z-b\right\rangle\right|+|z-b| \\
\leq & \epsilon|y-a|+\|D f(a)-T\| \cdot\left\|S^{-1}\right\| \cdot|z-b|+|z-b| \\
\leq & \left(1+2 \epsilon \lambda^{-1}\right)|z-b| .
\end{aligned}
\end{align*}
$$

Finally, we have

$$
\begin{aligned}
\mathcal{H}^{M}(f(A)) & =\mathcal{H}^{M}(g(B)) \\
& \leq\left(1+2 \epsilon \lambda^{-1}\right)^{M} \cdot \mathcal{L}^{M}(B) \\
& =\left(1+2 \epsilon \lambda^{-1}\right)^{M} \cdot J_{M} T \cdot \mathcal{L}^{M}(A)
\end{aligned}
$$

Next we bound $\mathcal{H}^{M}(f(A))$ from below. We continue to use the same notation for the polar decomposition. Set $C=\Pi(f(A))=\Pi(g(B))$ and $h=\left(\left.\Pi \circ g\right|_{B}\right)^{-1}$. We claim that

$$
\operatorname{Lip}\left(\left.h\right|_{C}\right) \leq\left(1-3 \epsilon \lambda^{-1}\right)^{-1}
$$

To see this, suppose $w, c \in C$. Let $b \in B$ be such that $\Pi \circ g(b)=c$ and $z \in B$ be such that $\Pi \circ g(z)=w$. Arguing as we did to obtain the upper bound (5.10), but with some obvious changes, we see that

$$
|g(z)-g(b)| \geq\left(1-2 \epsilon \lambda^{-1}\right)|z-b| .
$$

Also, we have

$$
\begin{aligned}
\epsilon \lambda^{-1}|z-b| \geq & |g(z)-g(b)-\langle D g(b), z-b\rangle| \\
= & \mid \Pi(g(z)-g(b)-\langle D g(b), z-b\rangle) \\
& \quad+\Pi^{\perp}(g(z)-g(b)-\langle D g(b), z-b\rangle) \mid \\
& \geq\left|\Pi^{\perp}(g(z)-g(b)-\langle D g(b), z-b\rangle)\right| \\
= & \left|\Pi^{\perp}(g(z)-g(b))\right| .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
|\Pi(g(z))-\Pi(g(b))| & \geq|g(z)-g(b)|-\left|\Pi^{\perp}(g(z)-g(b))\right| \\
& \geq\left(1-2 \epsilon \lambda^{-1}\right)|z-b|-\epsilon \lambda^{-1}|z-b|
\end{aligned}
$$

Finally, we have

$$
\begin{aligned}
J_{M} T \cdot \mathcal{H}^{M}(A) & =\mathcal{L}^{M}(B) \\
& \leq\left(1-3 \epsilon \lambda^{-1}\right)^{M} \cdot \mathcal{L}^{M}(C) \\
& \leq\left(1-3 \epsilon \lambda^{-1}\right)^{M} \cdot \mathcal{H}^{M}(f(A))
\end{aligned}
$$

### 5.1.2 $\quad C^{1}$ Functions

Now we can prove the area formula for $C^{1}$ functions.
Theorem 5.1.9 Suppose that $M \leq N$. If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a $C^{1}$ function, then

$$
\int_{A} J_{M} f(x) d \mathcal{L}^{M} x=\int_{\mathbb{R}^{N}} \operatorname{card}\left(A \cap f^{-1}(y)\right) d \mathcal{H}^{M} y
$$

holds for each Lebesgue measurable subset $A$ of $\mathbb{R}^{M}$.
Proof. By $\sigma$-additivity, it will suffice to prove the result for bounded sets $A$. We first prove the result under the additional assumptions that $f$ is one-to-one and that $J_{M} f(a)>0$ holds at every point of $A$.

It is plain that, for any $\epsilon>0$, every subset of $A$ with sufficiently small diameter satisfies conditions (1)-(3) of Lemma 5.1.8 for some full rank linear
$T: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ —namely, we can choose $T$ to be $D f$ at any point in such a sufficiently small set. Since that $D f$ on $A$ is the restriction of a continuous function, we can find a positive lower bound for $\lambda$ in (5.8). To see that condition (4) of Lemma 5.1 .8 is also satisfied on a subset of $A$ of small enough diameter, we suppose that $\Pi \circ f(y)=\Pi \circ f(z)$; we show that, in this case, $\epsilon>0$ can be chosen small enough compared to $\lambda$ that conditions (1)-(3) lead to a contradiction. Using (1)-(3), we estimate

$$
\begin{aligned}
|\langle T, y-z\rangle|= & \mid \Pi\langle T, y-z\rangle) \mid \\
\leq & |\Pi\langle T-D f(a), y-z\rangle|+|\Pi\langle D f(a)-D f(z), y-z\rangle| \\
& \quad+|\Pi\langle D f(z), y-z\rangle| \\
\leq & \|T-D f(a)\||y-z|+\|D f(a)-D f(z)\||y-z| \\
& \quad+|\Pi\langle D f(z), y-z\rangle| \\
= & \|T-D f(a)\||y-z|+\|D f(a)-D f(z)\||y-z| \\
& \quad+|\Pi(f(y)-f(z)-\langle D f(z), y-z\rangle)| \\
\leq & \|T-D f(a)\||y-z|+\|D f(a)-D f(z)\||y-z| \\
& \quad+|f(y)-f(z)-\langle D f(a), y-z\rangle| .
\end{aligned}
$$

By choosing $a, y, z$ in a small enough set we can bound the righthand side of the preceding inequality above by $3 \epsilon|y-z|$, while the lefthand side is bounded below by $\lambda|y-z|$. Choosing $\epsilon$ smaller than $\frac{1}{3} \lambda$ gives a contradiction. Thus (4) also must hold on subsets of small enough diameter, and the result follows by decomposing $A$ into such sufficiently small sets.

In case $f$ is not necessarily one-to-one, but still assuming $J_{M} f(a)>0$ holds at every point of $A$, there is $\sigma>0$ so that $f$ is one-to-one in any ball of radius $\sigma$ about any point in $A$. Write

$$
A=\bigcup_{j} A_{j}
$$

where the sets $A_{j}, j=1,2, \ldots$, are pairwise disjoint $\mathcal{H}^{M}$-measurable sets all having diameter less than $\sigma$. Then we have

$$
\sum_{j} \chi_{f\left(A_{i, j}\right)}(y)=\operatorname{card}\left(A \cap f^{-1}(y)\right) \text { for each } y \in \mathbb{R}^{N}
$$

We conclude that

$$
\begin{aligned}
\int_{A} J_{M} f(x) d \mathcal{L}^{M} x & =\sum_{j} \int_{A_{j}} J_{M} f(x) d \mathcal{L}^{M} x \\
& =\sum_{j} \mathcal{H}^{M}\left[f\left(A_{i, j}\right)\right] \\
& =\int_{\mathbb{R}^{N}} \sum_{j} \chi_{f\left(A_{i, j}\right)} d \mathcal{H}^{M} \\
& =\int_{\mathbb{R}^{N}} \operatorname{card}\left(A \cap f^{-1}(y)\right) d \mathcal{H}^{M}
\end{aligned}
$$

To complete the proof, we need to show that the image of a set on which $J_{M} f=0$ has measure zero. That fact follows by defining $f_{\epsilon}: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M+N}$ by

$$
x \longmapsto(\epsilon x, f(x)) .
$$

This definition of $f_{\epsilon}$ gives us the full rank hypothesis, but only increases the Jacobian by a bounded multiple of $\epsilon$. The image of $f$ is the orthogonal projection of the image of $f_{\epsilon}$ and thus its Hausdorff measure is no larger than the Hausdorff measure of the image of $f_{\epsilon}$. We conclude as $\epsilon \downarrow 0$ that the Hausdorff measure of the image of $f$ is 0 .

The last part of the preceding proof gives us the next corollary, which is known as Sard's theorem. ${ }^{1}$ The sharp version of Sard's theorem, the Morse-Sard-Federer theorem, can be found in [Fed 69; 3.4.3].

Corollary 5.1.10 Suppose that $M \leq N$. If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a $C^{1}$ function and $A=\left\{x: J_{M} f(x)=0\right\}$, then $\mathcal{H}^{M}[f(A)]=0$.

### 5.1.3 Rademacher's Theorem

Theorem 5.1.11 (Rademacher's Theorem) ${ }^{2}$ If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a Lipschitz function, then $f$ is differentiable $\mathcal{L}^{M}$-almost everywhere and the differential of $f$ is a measurable function.

[^25]Proof. We may assume $N=1$. We use induction on $M$. In case $M=1$, the result follows from the classical theorem stating that an absolutely continuous function from $\mathbb{R}$ to $\mathbb{R}$ is differentiable $\mathcal{L}^{1}$-almost everywhere.

We consider the inductive step $M>1$. Note that, if $M-1$ variables are held constant, then, as a function of the one remaining variable, $f$ is absolutely continuous. By Fubini's theorem, we see that all $M$ partial derivatives of $f$ are defined $\mathcal{L}^{M}$-almost everywhere and are measurable functions. The goal is to show that these partial derivatives actually represent the differential at almost every point.

Let us write $\mathbb{R}^{M}=\mathbb{R}^{M-1} \times \mathbb{R}$ and denote points $p \in \mathbb{R}^{M-1} \times \mathbb{R}$ by $p=(x, y), x \in \mathbb{R}^{M-1}, y \in \mathbb{R}$. We consider a point $p_{0}=\left(x_{0}, y_{0}\right)$ at which the following two conditions are satisfied:
(1) As a function of the first $M-1$ variables, $f$ is differentiable.
(2) All $M$ partial derivatives of $f$ exist and are approximately continuous (see Definition 4.1.7).

For convenience of notation, we assume that $f\left(p_{0}\right)=0$, that $p_{0}=(0,0)$, and that all the partial derivatives of $f$ at $p_{0}$ vanish.

Fix an $\epsilon$ with $1>\epsilon>0$. By (1), we can choose $r_{0}>0$ so that $|x|<r_{0}$ implies that $|f(x, 0)| \leq \epsilon|x|$ holds. By (2), the $M$-dimensional density at $(0,0)$ of

$$
\left\{\left(x^{\prime}, y^{\prime}\right):\left|\frac{\partial f}{\partial y}\left(x^{\prime}, y^{\prime}\right)\right|>\epsilon\right\}
$$

is zero. Thus, by choosing a smaller value for $r_{0}$ if necessary, we may assume that, for $0<r<r_{0}$,

$$
\begin{equation*}
\mathcal{L}^{M}\left\{\left(x^{\prime}, y^{\prime}\right):\left|\frac{\partial f}{\partial y}\left(x^{\prime}, y^{\prime}\right)\right|>\epsilon,\left|x^{\prime}\right|<2 r,-2 r<y^{\prime}<2 r\right\} \leq \frac{1}{2} \Omega_{M-1} \cdot \epsilon^{M} r^{M} \tag{5.11}
\end{equation*}
$$

holds.
Now consider $(0,0) \neq(x, y) \in \mathbb{R}^{M-1} \times \mathbb{R}$ with $|x|<r_{0}$ and $|y|<r_{0}$. Set $r=\max \{|x|,|y|\}$ If, for every $x^{\prime} \in \mathbb{R}^{M-1}$ with $\left|x^{\prime}-x\right|<\epsilon r$, we have

$$
\mathcal{L}^{1}\left\{\left(x^{\prime}, y^{\prime}\right):\left|\frac{\partial f}{\partial y}\left(x^{\prime}, y^{\prime}\right)\right|>\epsilon,-2 r<y^{\prime}<2 r\right\} \geq \epsilon r
$$

then we can estimate

$$
\begin{aligned}
\mathcal{L}^{M} & \left\{\left(x^{\prime}, y^{\prime}\right):\left|\frac{\partial f}{\partial y}\left(x^{\prime}, y^{\prime}\right)\right|>\epsilon,\left|x^{\prime}\right|<2 r,-2 r<y^{\prime}<2 r\right\} \\
& \geq \mathcal{L}^{M}\left\{\left(x^{\prime}, y^{\prime}\right):\left|\frac{\partial f}{\partial y}\left(x^{\prime}, y^{\prime}\right)\right|>\epsilon,\left|x^{\prime}-x\right|<\epsilon r,-2 r<y^{\prime}<2 r\right\} \\
& \geq \epsilon r \cdot \mathcal{L}^{M-1}\left\{x^{\prime} \in \mathbb{R}^{M-1}:\left|x^{\prime}-x\right|<r\right\} \\
& \geq \Omega_{M-1} \cdot \epsilon^{M} r^{M}
\end{aligned}
$$

contradicting (5.11).
By the last paragraph, there exists $x^{\prime} \in \mathbb{R}^{M-1}$, with $\left|x^{\prime}-x\right|<\epsilon r$, such that

$$
\mathcal{L}^{1}\left\{\left(x^{\prime}, y^{\prime}\right):\left|\frac{\partial f}{\partial y}\left(x^{\prime}, y^{\prime}\right)\right|>\epsilon,-2 r<y^{\prime}<2 r\right\}<\epsilon r
$$

holds; select and fix such an $x^{\prime}$. We have

$$
\begin{align*}
\left|f\left(x^{\prime}, y\right)-f\left(x^{\prime}, 0\right)\right| & =\left|\int_{0}^{y} \frac{\partial f}{\partial y}\left(x^{\prime}, \eta\right) d \mathcal{L}^{1} \eta\right| \\
& \leq \epsilon|y|+M \epsilon r \\
& <(M+1) \epsilon r \tag{5.12}
\end{align*}
$$

where we have used that fact that $\left|\frac{\partial f}{\partial y}\left(x^{\prime}, \eta\right)\right| \leq M$ holds for $\mathcal{L}^{1}$-almost all $\eta$. Also, we have

$$
\begin{align*}
\left|f(x, y)-f\left(x^{\prime}, y\right)\right| & \leq M\left|x-x^{\prime}\right|<M \epsilon r  \tag{5.13}\\
\left|f(x, 0)-f\left(x^{\prime}, 0\right)\right| & \leq M\left|x-x^{\prime}\right|<M \epsilon r  \tag{5.14}\\
|f(x, 0)| & \leq \epsilon|x|<\epsilon r . \tag{5.15}
\end{align*}
$$

Combining (5.12), (5.13), (5.14), and (5.15), we obtain

$$
|f(x, y)| \leq(3 M+2) \epsilon r
$$

from which it follows that $\operatorname{Df}(0,0)=0$.

As a consequence of Rademacher's theorem and the Whitney extension theorem ${ }^{3}$ (see [Fed 69] or [KPk 99]), we have the following approximation theorem for Lipschitz functions.

Theorem 5.1.12 If $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{\nu}$ is Lipschitz and if $\epsilon>0$, then there exists a $C^{1}$ function $g: \mathbb{R}^{N} \rightarrow \mathbb{R}^{\nu}$ for which

$$
\begin{aligned}
\mathcal{L}^{N}\{x: f(x) \neq g(x)\} & \leq \epsilon, \\
\mathcal{L}^{N}\{x: D f(x) \neq D g(x)\} & \leq \epsilon
\end{aligned}
$$

Proof. It will suffice to prove the result when $\nu=1$.
Recall that the Whitney extension theorem for $C^{1}$ functions tells us the following:

Let $A \subseteq \mathbb{R}^{N}$ be closed. Suppose that $f: A \rightarrow \mathbb{R}$ and $v: A \rightarrow \mathbb{R}^{N}$ are continuous. If the limit of

$$
\frac{f(y)-f(x)-v(x) \cdot(y-x)}{|y-x|}
$$

is zero as $x, y \in A$, with $x \neq y$, approach any point of $A$, then there exists a $C^{1}$ function $g: \mathbb{R}^{N} \rightarrow \mathbb{R}$ with $g(a)=f(a)$ and $\operatorname{grad} g(a)=v(a)$ for all $a \in A$.

By Rademacher's theorem applied to $f$ and Lusin's theorem (i.e., Theorem 1.3.4) applied to $\operatorname{grad} f$ (for $\mathcal{L}^{N}$ on $\mathbb{R}^{N}$, Lusin's theorem is easily seen to be applicable to sets with infinite measure), there is a closed set $B \subseteq \mathbb{R}^{N}$ with $\mathcal{L}^{N}\left(\mathbb{R}^{N} \backslash B\right)<\epsilon / 2$ such that grad $f$ exists and is continuous on $B$. We set $v(x)=\operatorname{grad} f(x)$ and

$$
h_{k}(x)=\sup \left\{\frac{f(y)-f(x)-v(x) \cdot(y-x)}{|y-x|}: y \in B, 0<|y-x|<1 / k\right\}
$$

for $x \in B, k=1,2, \ldots$. Since $f$ is differentiable on $B, h_{k}(x) \rightarrow 0$ for each $x \in B$. By Egoroff's theorem (i.e., Theorem 1.3.3), there exists a closed set $A \subseteq B$ with $\mathcal{L}^{N}(B \backslash A) \leq \epsilon / 2$ such that $h_{k}$ converges to 0 uniformly on compact sets. Thus we can apply Whitney's extension theorem to $f$ and $v$ on $A$ to obtain the desired function $g$.

[^26]Proof of the Area Formula. As usual, it will suffice to consider the case in which $A$ is bounded. Use Theorem 5.1.12 to replace $f$ by the $C^{1}$ function $g$ when $A$ is replaced by a set $B$ with $\mathcal{L}^{M}(A \backslash B)<\epsilon$. Theorem 5.1.9 applies to $g$ on $B$.

To complete the proof, observe that, for any $A_{j} \subseteq A$, we have $\mathcal{H}^{M}\left[f\left(A_{j}\right)\right] \leq$ $(\operatorname{Lip} f)^{M} \mathcal{L}^{M}\left(A_{j}\right)$. In particular, by decomposing $A \backslash B$ into pairwise disjoint sets $A_{j}$ on which $f$ is one-to-one, we obtain

$$
\int_{\mathbb{R}^{N}} \operatorname{card}\left((A \backslash B) \cap f^{-1}(y)\right) d \mathcal{H}^{M} y \leq(\operatorname{Lip} f)^{M} \epsilon
$$

Corollary 5.1.13 If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a Lipschitz function and $M \leq N$, then

$$
\begin{equation*}
\int_{A} g(x) J_{M} f(x) d \mathcal{L}^{M} x=\int_{\mathbb{R}^{N}} \sum_{x \in A \cap f^{-1}(y)} g(x) d \mathcal{H}^{M} y \tag{5.16}
\end{equation*}
$$

holds for each Lebesgue measurable subset $A$ of $\mathbb{R}^{M}$ and each non-negative $\mathcal{L}^{M}$-measurable function $g: A \rightarrow \mathbb{R}$.

Proof. Approximate $g$ by simple functions.

### 5.2 The Coarea Formula

The main result of this section is the following theorem.
Theorem 5.2.1 (Coarea Formula) If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a Lipschitz function and $M \geq N$, then

$$
\begin{equation*}
\int_{A} J_{N} f(x) d \mathcal{L}^{M} x=\int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y \tag{5.17}
\end{equation*}
$$

holds for each Lebesgue measurable subset $A$ of $\mathbb{R}^{M}$.
See Figure 5.2. Here $J_{N} f$ denotes the $N$-dimensional Jacobian of $f$ which was defined in the previous section in Definition 5.1.3, and which was seen by (5.7) to be given by

$$
J_{N} f(a)=\sqrt{\operatorname{det}\left[(D f(a)) \cdot(D f(a))^{\mathrm{t}}\right]} .
$$



Figure 5.2: The coarea formula.
In case $M=N$, the $N$-dimensional Jacobian agrees with the usual Jacobian $|\operatorname{det}(D f)|$, and the area and coarea formulas coincide. In case $M>N$, and $f: \mathbb{R}^{M}=\mathbb{R}^{N} \times \mathbb{R}^{M-N} \rightarrow \mathbb{R}^{N}$ is orthogonal projection onto the first factor, then the coarea formula simplifies to Fubini's theorem; thus one can think of the coarea formula as a generalization of Fubini's theorem to functions more complicated than orthogonal projection. The coarea formula was first proved in [Fed 59].

As in the proof of the area formula, the proof of the coarea formula separates into three fundamental parts. The first is to understand the situation for linear maps. This was done in the previous section. The second part is to extend our understanding to the behavior of maps which are well approximated by linear maps. The third part of the proof brings in the measure theory that allows us to reduce the behavior of Lipschitz maps to that of maps that are well approximated by linear maps.

## Main Estimates for the Coarea Formula

Lemma 5.2.2 Suppose $M>N, U: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ is orthogonal, and $0<\epsilon<$ $1 / 2$. If the Lebesgue measurable set $A \subseteq \mathbb{R}^{M}$ is such that
(1) $D f(a)$ exists for $a \in A$,
(2) $\left\|D f(a)-U^{\mathrm{t}}\right\|<\epsilon$ holds for $a \in A$,
(3) $|f(y)-f(a)-\langle D f(a), y-a\rangle|<\epsilon|y-a|$ holds for $y, a \in A$,
then

$$
\begin{gather*}
(1-2 \epsilon)^{M} \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y \leq \int_{A} J_{M} f(a) d \mathcal{L}^{M} a \\
\leq \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y \tag{5.18}
\end{gather*}
$$

Proof. Let $V: \mathbb{R}^{M-N} \rightarrow \mathbb{R}^{M}$ be an orthogonal map such that $\operatorname{ker}\left(U^{\mathrm{t}}\right)$ and $\operatorname{ker}\left(V^{\mathrm{t}}\right)$ are orthogonal complements. Define $F: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N} \times \mathbb{R}^{M-N}$ by setting

$$
F(x)=\left(f(x), V^{\mathrm{t}}(x)\right),
$$

and let $\Pi: \mathbb{R}^{N} \times \mathbb{R}^{M-N} \rightarrow \mathbb{R}^{N}$ be projection on the first factor. It is easy to see that

$$
J_{M} F=J_{N} f
$$

Subsequently we will show that $\left.F\right|_{A}$ is one-to-one so that, by the area formula,

$$
\mathcal{L}^{M}[F(A)]=\int_{A} J_{M} F d \mathcal{L}^{M}=\int_{A} J_{N} f d \mathcal{L}^{M}
$$

Thus, using Fubini's Theorem, we have

$$
\begin{aligned}
\int_{A} J_{N} f d \mathcal{L}^{M} & =\mathcal{L}^{M}[F(A)] \\
& =\int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left[F(A) \cap \Pi^{-1}(z)\right] d \mathcal{L}^{N} z \\
& =\int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left[F\left(A \cap f^{-1}(z)\right)\right] d \mathcal{L}^{N} z
\end{aligned}
$$

To complete the proof, we show $\left.F\right|_{A}$ to be one-to-one and estimate the Lipschitz constant of $F$ on $A \cap f^{-1}(z)$ and the Lipschitz constant of $F^{-1}$ on $F\left(A \cap f^{-1}(z)\right)$. Suppose $a, y \in A \cap f^{-1}(z)$. Then $F(a)=\left(f(a), V^{\mathrm{t}}(a)\right)=$ $\left(z, V^{\mathrm{t}}(a)\right)$ and $F(y)=\left(f(y), V^{\mathrm{t}}(y)\right)=\left(z, V^{\mathrm{t}}(y)\right)$. We should like to compare $|a-y|$ and $|F(a)-F(y)|$. But the first components are the same, so

$$
|F(a)-F(y)|=\left|V^{\mathrm{t}}(a)-V^{\mathrm{t}}(y)\right| .
$$

On the one hand, $V^{\mathrm{t}}$ is distance decreasing, so

$$
|F(a)-F(y)| \leq|a-y|
$$

On the other hand,

$$
\begin{aligned}
\left|\left\langle U^{\mathrm{t}}, y-a\right\rangle\right| & \leq|\langle D f(a), y-a\rangle|+\left\|D f(a)-U^{\mathrm{t}}\right\||y-a| \\
& =|f(y)-f(a)-\langle D f(a), y-a\rangle|+\left\|D f(a)-U^{\mathrm{t}}\right\||y-a| \\
& <2 \epsilon|y-a|
\end{aligned}
$$

and

$$
|y-a|^{2}=\left|V^{\mathrm{t}}(a)-V^{\mathrm{t}}(y)\right|^{2}+\left|\left\langle U^{\mathrm{t}}, y-a\right\rangle\right|^{2}
$$

so

$$
\left|V^{\mathrm{t}}(a)-V^{\mathrm{t}}(y)\right|^{2} \geq|y-a|^{2}\left(1-4 \epsilon^{2}\right)
$$

Thus we have

$$
\sqrt{1-4 \epsilon^{2}}|y-a| \leq|F(y)-F(a)| \leq|y-a|
$$

Corollary 5.2.3 Suppose $M>N, T: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is of rank $N$, and $0<\epsilon<$ $1 / 2$. If the Lebesgue measurable set $A \subseteq \mathbb{R}^{M}$ is such that
(1) $D f(a)$ exists for $a \in A$,
(2) $\|D f(a)-T\|<\epsilon$ holds for $a \in A$,
(3) $|f(y)-f(a)-\langle D f(a), y-a\rangle|<\epsilon|y-a|$ holds for $y, a \in A$,
then

$$
\begin{gather*}
(1-2 \epsilon)^{M} \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y \leq \int_{A} J_{M} f(a) d \mathcal{L}^{M} a \\
\leq \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y \tag{5.19}
\end{gather*}
$$

Proof. By the polar decomposition (Theorem 5.1.6), there exists a symmetric linear map $S: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ and an orthogonal map $U: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ such that $T=S \circ U^{\mathrm{t}}$. Set $g=S^{-1} \circ f$. Then we apply the lemma to $g$ and $U$ to obtain

$$
\begin{gather*}
(1-2 \epsilon)^{M} \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap g^{-1}(z)\right) d \mathcal{L}^{N} z \leq \int_{A} J_{M} g(a) d \mathcal{L}^{M} a \\
\leq \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap g^{-1}(z)\right) d \mathcal{L}^{N} z \tag{5.20}
\end{gather*}
$$

Notice that, if $y=S(z)$, then

$$
A \cap g^{-1}(z)=A \cap f^{-1}(y)
$$

so, by the change of variables formula in $\mathbb{R}^{N}$ applied to the mapping $S$, we have

$$
\int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap g^{-1}(z)\right) J_{N} S d \mathcal{L}^{N} z=\int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y
$$

Also we have $J_{N} S J_{M} g=J_{M} f$, so

$$
\int_{A} J_{N} g J_{M} g(a) d \mathcal{L}^{M} a=\int_{A} J_{M} f(a) d \mathcal{L}^{M} a
$$

holds. By multiplying all three terms in (5.20) by $J_{N} S$, we obtain (5.19).

### 5.2.1 Measure Theory of Lipschitz Maps

We need to verify that the integrand on the righthand side of (5.17) is measurable. (The measurability of the integrand on the lefthand side of (5.17) is given by Rademacher's Theorem 5.1.11.) First we obtain a useful preliminary estimate that generalizes a result originally proved in [EH 43].

Lemma 5.2.4 Suppose $0 \leq N \leq M<\infty$. There exists a constant $C(M, N)$ such that the following statement is true: If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a Lipschitz function and $A \subseteq \mathbb{R}^{M}$ is $\mathcal{L}^{M}$-measurable, then

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}^{*} \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y \leq C(M, N)[\operatorname{Lip}(f)]^{N} \mathcal{L}^{M}(A) \tag{5.21}
\end{equation*}
$$

holds.
Proof. We may assume that the righthand side of (5.21) is finite.
Fix $\sigma>0$. By the definition of Hausdorff measure, there exists a cover of $A$ by closed sets $S_{1}, S_{2}, \ldots$, all having diameter less that $\sigma$, such that

$$
\sum_{i} \Omega_{M}\left(\frac{\operatorname{diam}\left(S_{i}\right)}{2}\right)^{M} \leq \mathcal{H}^{M}(A)+\sigma .
$$

For $y \in \mathbb{R}^{N}$ we observe that

$$
\begin{aligned}
\mathcal{H}_{\sigma}^{M-N}\left(A \cap f^{-1}(y)\right) & \leq \sum_{\left\{i: S_{i} \cap f^{-1}(y) \neq \emptyset\right\}} \Omega_{M-N}\left(\frac{\operatorname{diam}\left(S_{i}\right)}{2}\right)^{M-N} \\
& =2^{N-M} \Omega_{M-N} \sum_{i}\left(\operatorname{diam}\left(S_{i}\right)\right)^{M-N} \chi_{f\left(S_{i}\right)}(y)
\end{aligned}
$$

Note also that, if $p \in S_{i}$, then

$$
f\left(S_{i}\right) \subseteq \overline{\mathbb{B}}\left(f(p), \operatorname{Lip}(f) \operatorname{diam}\left(S_{i}\right)\right)
$$

so

$$
\int_{\mathbb{R}^{N}} \chi_{f\left(S_{i}\right)} d \mathcal{L}^{N} \leq[\operatorname{Lip}(f)]^{N} \Omega_{N}\left(\operatorname{diam}\left(S_{i}\right)\right)^{N}
$$

Thus we have

$$
\int_{\mathbb{R}^{N}}^{*} \mathcal{H}_{\sigma}^{M-N}\left(A \cap f^{-1}(y)\right) d \mathcal{L}^{N} y
$$

$$
\begin{aligned}
& \leq 2^{N-M} \Omega_{M-N} \sum_{i}\left(\operatorname{diam}\left(S_{i}\right)\right)^{M-N} \int_{\mathbb{R}^{N}} \chi_{f\left(S_{i}\right)} d \mathcal{L}^{N} \\
& \leq 2^{N-M} \Omega_{M-N} \Omega_{N}[\operatorname{Lip}(f)]^{N} \sum_{i}\left(\operatorname{diam}\left(S_{i}\right)\right)^{N} \\
& \leq 2^{N} \frac{\Omega_{M-N} \Omega_{N}}{\Omega_{M}}\left(\mathcal{H}^{M}(A)+\sigma\right)
\end{aligned}
$$

The result follows by letting $\sigma$ decrease to 0 .
Lemma 5.2.5 Suppose $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a Lipschitz function. Then the mapping

$$
y \longmapsto \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right)
$$

is $\mathcal{L}^{N}$-measurable.
Proof. By the previous lemma, we can ignore sets of arbitrarily small measure, hence we may and shall assume that $A$ is compact.

Observe that, for $U \subseteq \mathbb{R}^{M}$,

$$
\begin{equation*}
f(A) \cap\left\{y: f^{-1}(y) \cap A \subseteq U\right\}=f(A) \backslash f(A \backslash U) \tag{5.22}
\end{equation*}
$$

Additionally note that, if $U \subseteq \mathbb{R}^{M}$ is open, then $f(A)$ and $f(A \backslash U)$ are compact, and thus the set in (5.22) is a Borel subset of $\mathbb{R}^{N}$.

Let $\mathcal{U}$ denote the family of open subsets of $\mathbb{R}^{N}$ that are finite unions of open balls with rational radii and centers in $\mathbb{Q}^{N}$.

We will show that, for $t \in \mathbb{R},\left\{y: \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) \leq t\right\}$ is a Borel subset of $\mathbb{R}^{N}$. For $t<0$, we have $\left\{y: \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) \leq t\right\}=\emptyset$, so we may assume that $t \geq 0$.

For each $i=1,2, \ldots$, let $\mathcal{F}_{i}$ denote the collection of finite subfamilies of $\mathcal{U}$ such that $\left\{U_{i, 1}, U_{i, 2}, \ldots, U_{i, k_{j}}\right\} \in \mathcal{F}_{i}$ if and only if

$$
\begin{aligned}
& \operatorname{diam}\left(U_{i, j}\right)<1 / i, \text { for } j=1,2, \ldots, k_{j} \\
& \sum_{j=1}^{k_{i}} \Omega_{M-N}\left(\frac{\operatorname{diam}\left(U_{i, j}\right)}{2}\right)^{M-N} \leq t+\frac{1}{i}
\end{aligned}
$$

Since $\mathcal{F}_{i}$ is at most countable, we see that

$$
\begin{equation*}
B_{i}=\bigcup_{\left\{U_{i, 1}, \ldots, U_{i, k_{i}}\right\} \in \mathcal{F}_{i}} f(A) \backslash f\left(A \backslash \cup_{j=1}^{k_{i}} U_{i, j}\right) \tag{5.23}
\end{equation*}
$$

is a Borel subset of $\mathbb{R}^{N}$. Finally, we observe that

$$
\begin{aligned}
& \left\{y: \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) \leq t\right\} \\
& \quad=\left[\mathbb{R}^{N} \backslash f(A)\right] \cup\left[f(A) \cap\left\{y: \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) \leq t\right\}\right]
\end{aligned}
$$

and that $f(A) \cap\left\{y: \mathcal{H}^{M-N}\left(A \cap f^{-1}(y)\right) \leq t\right\}$ is the intersection of the sets $B_{i}$ in (5.23).

### 5.2.2 Proof of the Coarea Formula

By Theorem 5.1.11 and (5.21), we may assume that $D f(a)$ exists at every point $a \in A$. We first prove the result under the additional assumption that $J_{N} f(a)>0$ at every point of $A$. By Lusin's theorem (i.e., Theorem 1.3.4), we may assume that $D f(a)$ is the restriction to $A$ of a continuous function. By Egoroff's theorem (i.e., Theorem 1.3.3) we may suppose that

$$
\frac{|f(y)-f(a)-\langle D f(a), y-a\rangle|}{|y-a|}
$$

converges uniformly to 0 as $y \in A$ approaches $a \in A$. It is plain that, for any $\epsilon>0$, conditions (1)-(3) of Corollary 5.2.3 are satisfied in any subset of $A$ that has small enough diameter.

Finally, to complete the proof, we need to consider the case in which $J_{N} f=0$ holds on all of $A$. In that case, the lefthand side of (5.17) is 0 . We need to show that the righthand side of (5.17) also equals 0 . To this end, consider $f_{\epsilon}: \mathbb{R}^{M+N} \rightarrow \mathbb{R}^{N}$ defined by

$$
(x, y) \longmapsto f(x)+\epsilon y .
$$

We can apply what has already been proved to the set

$$
A \times[-1,1]^{N} \subseteq \mathbb{R}^{M} \times \mathbb{R}^{N}
$$

We have $\mathcal{L}^{M+N}\left(A \times[-1,1]^{N}\right)=2^{N} \mathcal{L}^{M}(A), J_{N} f_{\epsilon} \leq \epsilon[\epsilon+\operatorname{Lip}(f)]^{N-1}$, and

$$
\int_{A \times[-1,1]^{N}} J_{N} f_{\epsilon} d \mathcal{L}^{M+N}=\int_{\mathbb{R}^{N}} \mathcal{H}^{M}\left[\left(A \times[-1,1]^{N}\right) \cap f_{\epsilon}^{-1}(z)\right] d \mathcal{L}^{N} z
$$

By (5.21) observe that

$$
\begin{aligned}
& C(M, N) \mathcal{H}^{M}\left[\left(A \times[-1,1]^{N}\right) \cap f_{\epsilon}^{-1}(z)\right] \\
& \geq \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left[\left(A \times[-1,1]^{N}\right) \cap f_{\epsilon}^{-1}(z) \cap \Pi^{-1}(y)\right] d \mathcal{L}^{N} y \\
& \quad=\int_{[-1,1]^{N}} \mathcal{H}^{M-N}\left[A \cap f^{-1}(z-\epsilon y)\right] d \mathcal{L}^{N} y .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& 2^{N} \mathcal{L}^{M}(A) \epsilon[\epsilon+\operatorname{Lip}(f)]^{N-1} \\
& \quad \geq \int_{A \times[-1,1]^{N}} J_{N} f_{\epsilon} d \mathcal{L}^{M+N} \\
& \quad \geq \frac{1}{C(M, N)} \int_{\mathbb{R}^{N}} \int_{[-1,1]^{N}} \mathcal{H}^{M-N}\left[A \cap f^{-1}(z-\epsilon y)\right] d \mathcal{L}^{N} y d \mathcal{L}^{N} z \\
& \quad=\frac{1}{C(M, N)} \int_{[-1,1]^{N}} \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left[A \cap f^{-1}(z-\epsilon y)\right] d \mathcal{L}^{N} z d \mathcal{L}^{N} y \\
& \quad=\frac{2^{N}}{C(M, N)} \int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left[A \cap f^{-1}(z)\right] d \mathcal{L}^{N} z
\end{aligned}
$$

holds, where the last equation holds by translation invariance. Letting $\epsilon \downarrow 0$, we see that

$$
\int_{\mathbb{R}^{N}} \mathcal{H}^{M-N}\left[A \cap f^{-1}(z)\right] d \mathcal{L}^{N} z=0
$$

Corollary 5.2.6 If $f: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ is a Lipschitz function and $M \geq N$, then

$$
\begin{equation*}
\int_{A} g(x) J_{N} f(x) d \mathcal{L}^{M} x=\int_{\mathbb{R}^{N}} \int_{A \cap f^{-1}(y)} g d \mathcal{H}^{M-N} d \mathcal{L}^{N} y \tag{5.24}
\end{equation*}
$$

holds for each Lebesgue measurable subset $A$ of $\mathbb{R}^{M}$ and each non-negative $\mathcal{L}^{M}$-measurable function $g: A \rightarrow \mathbb{R}$.

Remark 5.2.7 Observe that, when $M=\nu$ and $g \equiv 1$, the integral with respect to 0-dimensional Hausdorff measure over $A \cap f^{-1}(y)$ gives the cardinality of $A \cap f^{-1}(y)$.

Proof. Approximate $g$ by simple functions.

### 5.3 The Area and Coarea Formulas for $C^{1}$ Submanifolds

Definition 5.3.1 By an $M$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{N}$ we will mean a set $S \subseteq \mathbb{R}^{N}$ for which each point has an open neighborhood $V$ in $\mathbb{R}^{N}$ such that there exists a one-to-one, $C^{1} \operatorname{map} \phi: U \rightarrow \mathbb{R}^{N}$, where $U \subseteq \mathbb{R}^{M}$ is open, with
(1) $D \phi$ of rank $M$ at all points of $U$,
(2) $\phi(U)=V \cap S$.

Remark 5.3.2 The object defined in Definition 5.3.1 is sometimes called a regularly imbedded $C^{1}$ submanifold.

Definition 5.3.3 Suppose $S$ is an $M$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{N}$. Let $x$ be a point of $S$ and let $\phi$ be as in Definition 5.3.1.
(1) The range of $D \phi(u), u \in U$, will be called the tangent space to $S$ at $x=\phi(u)$ and will be denoted by $\mathbf{T}_{x} S$.
(2) Now suppose $x \in S$ and $f: W \rightarrow \mathbb{R}^{\nu}$, where $W$ contains a neighborhood of $x$ in $S$. We say $f$ is differentiable relative to $S$ at $x$ if there is $\tilde{f}: \widetilde{W} \rightarrow \mathbb{R}^{\nu}$ such that
(a) $\widetilde{W}$ is a neighborhood of $x$ in $\mathbb{R}^{N}$,
(b) $\left.f\right|_{S \cap \widetilde{W}}=\left.\widetilde{f}\right|_{S \cap \widetilde{W}}$,
(c) $\tilde{f}$ is differentiable at $x$.

In case $f$ is differentiable relative to $S$ at $x$, we will call the restriction of $D \widetilde{f}(x)$ to $\mathbf{T}_{x} S$ the differential of $f$ relative to $S$ at $x$ and we will denote $\left.D \widetilde{f}(x)\right|_{\mathbf{T}_{x} S}$ by $D_{S} f(x)$.
(3) For $K \leq M$, we define the $K$-dimensional Jacobian of $f$ relative to $S$ at $x$, denoted $J_{K}^{S} f(x)$, by setting

$$
\begin{align*}
& J_{K}^{S} f(x)=\sup \left\{\frac{\mathcal{H}^{K}\left[D_{S} f(P)\right]}{\mathcal{H}^{K}[P]}:\right. \\
& \left.\quad P \text { is a } K \text {-dimensional parallelepiped contained in } \mathbf{T}_{x} S\right\} \tag{5.25}
\end{align*}
$$

Remark 5.3.4 In case $\nu=1$, we define the gradient of $f$ relative to $S$ to be that vector $\nabla^{S} f(x) \in \mathbf{T}_{x} S$ for which

$$
\left\langle D_{S} f, v\right\rangle=\nabla^{S} f(x) \cdot v
$$

holds for all $v \in \mathbf{T}_{x} S$. If fact, $\nabla^{S} f(x)$ is simply the orthogonal projection of grad $\tilde{f}(x)$ on $\mathbf{T}_{x} S$, where $\widetilde{f}$ is as in (2) of the preceding definition.

Lemma 5.3.5 Suppose $S$ is an $M$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{N}$. Suppose the $\mathbb{R}^{\nu}$-valued function $f$ is differentiable relative to $S$ at $x$.
(1) If $M \leq \nu$, then

$$
J_{M}^{S} f \cdot \mathcal{H}^{M}[P]=\mathcal{H}^{M}\left[D_{S} f(P)\right]
$$

holds for any $M$-dimensional parallelepiped $P$ contained in $\mathbf{T}_{x} S$.
(2) If $\nu \leq M$, then

$$
J_{\nu}^{S} f \cdot \mathcal{H}^{\nu}[P]=\mathcal{H}^{\nu}\left[D_{S} f(P)\right]
$$

holds for any $\nu$-dimensional parallelepiped $P$ contained in the orthogonal complement of $\operatorname{ker} D_{S} f$ in $\mathbf{T}_{x} S$.

## Proof.

(1) Choose the orthonormal coordinate system in $\mathbb{R}^{N}$ so that $\mathbf{T}_{x} S$ is the span of $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{M}$. With this choice of coordinate system, $D_{S} f$ can be represented by an $\nu \times M$ matrix $T$.

Consider two $M$-dimensional parallelepipeds $P_{1}$ and $P_{2}$ contained in $\mathbf{T}_{x} S$. For $i=1,2$, let $V_{i}$ be the $M \times M$ matrix whose columns are the vectors that determine $P_{i}$. There is a non-singular $M \times M$ matrix $A$ such that $V_{2}$ equals the matrix product $A V_{1}$ (recall we assume that our $M$-dimensional parallelepipeds are determined by $M$ linearly independent vectors).

Using Proposition 5.1.2, we compute

$$
\begin{aligned}
\mathcal{H}^{M}\left[P_{1}\right] & =\sqrt{\operatorname{det}\left(V_{1}^{\mathrm{t}} V_{1}\right)}=\left|\operatorname{det}\left(V_{1}\right)\right|, \\
\mathcal{H}^{M}\left[P_{2}\right] & =\sqrt{V_{2}^{\mathrm{t}} V_{2}}=\sqrt{V_{1}^{\mathrm{t}} A^{\mathrm{t}} V_{1} A}=|\operatorname{det}(A)|\left|\operatorname{det}\left(V_{1}\right)\right|, \\
\mathcal{H}^{M}\left[D_{S} f\left(P_{1}\right)\right] & =\sqrt{\operatorname{det}\left(V_{1}^{\mathrm{t}} T^{\mathrm{t}} T V_{1}\right)}=\sqrt{\operatorname{det}\left(T^{\mathrm{t}} T\right)}\left|\operatorname{det}\left(V_{1}\right)\right|, \\
\mathcal{H}^{M}\left[D_{S} f\left(P_{2}\right)\right] & =\sqrt{\operatorname{det}\left(V_{2}^{\mathrm{t}} T^{\mathrm{t}} T V_{2}\right)}, \\
& =\sqrt{\operatorname{det}\left(V_{1}^{\mathrm{t}} A^{\mathrm{t}} T^{\mathrm{t}} T A V_{1}\right)}=\sqrt{\operatorname{det}\left(T^{\mathrm{t}} T\right)}|\operatorname{det}(A)|| | \operatorname{det}\left(V_{1}\right) \mid
\end{aligned}
$$

and the result follows.
(2) If $P$ is a $\nu$-dimensional parallelepiped and $\widetilde{P}$ is its orthogonal projection on the orthogonal complement of the kernel of $D_{S} f$, then we have $D_{S} f(P)=$ $D_{S} f(\widetilde{P})$ and $\mathcal{H}^{\nu}(P) \geq \mathcal{H}^{\nu}(\widetilde{P})$. Thus the supremum in (5.25) will be realized by a parallelepiped contained in the orthogonal projection on the orthogonal complement of the kernel of $D_{S} f$.

Choosing the orthonormal coordinate system in $\mathbb{R}^{N}$ so that the orthogonal complement of the kernel of $D_{S} f$ is the span of $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{\nu}$, and arguing as in the proof of (1), we see that the supremum is realized by any such parallelepiped.

Lemma 5.3.6 Suppose that $M \leq \nu, S$ is an $M$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{N}$ and $\phi$ is as above. If the $\mathbb{R}^{\nu}$-valued function $f$ is $C^{1}$ in a neighborhood of $x$ in $S$ and if $x=\phi(u)$, then

$$
J_{M}^{S} f[\phi(u)] J_{M} \phi(u)=J_{M}(f \circ \phi)(u)
$$

Proof. Let $P$ be an $M$-dimensional parallelepiped contained in $\mathbb{R}^{M}$. By Definition 5.1.3 and Lemma 5.1.4, we have $\mathcal{H}^{M}[D \phi(P)]=J_{M} \phi(u) \mathcal{H}^{M}[P]$ and $\mathcal{H}^{M}[D(f \circ \phi)(P)]=J_{M}(f \circ \phi)(u) \mathcal{H}^{M}[P]$. By Lemma 5.3.5, we have $\mathcal{H}^{M}\left[D_{S}(\phi(P))\right]=J_{M}^{S} f \mathcal{H}^{M}[D \phi(P)]$. Since $D_{S}(\phi(P))=D(f \circ \phi)(P)$, we conclude that

$$
\begin{aligned}
J_{M}^{S} f J_{M} \phi(u) \mathcal{H}^{M}[P] & =J_{M}^{S} f \mathcal{H}^{M}[D \phi(P)] \\
& =\mathcal{H}^{M}\left[D_{S}(\phi(P))\right] \\
& =\mathcal{H}^{M}[D(f \circ \phi)(P)] \\
& =J_{M}(f \circ \phi)(u) \mathcal{H}^{M}[P]
\end{aligned}
$$

from which the result follows.
We now can prove the following version of the area formula for $C^{1}$ submanifolds.

Theorem 5.3.7 Suppose $M \leq \nu$ and $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{\nu}$ is Lipschitz. If $S \subseteq \mathbb{R}^{N}$ is an $M$-dimensional $C^{1}$ submanifold, then

$$
\int_{S} g J_{M}^{S} f d \mathcal{H}^{M}=\int_{\mathbb{R}^{\nu}} g(y) \operatorname{card}\left(S \cap f^{-1}(y)\right) d \mathcal{H}^{M} y
$$

for every $\mathcal{H}^{M}$-measurable function $g$.

Proof. It suffices to consider $g \equiv 1$ and $S=\phi(U)$, where $\phi: U \rightarrow \mathbb{R}^{N}$. By part (1) of Lemma 5.3.5 and Corollary 5.1.13, we have

$$
\begin{aligned}
\int_{S} J_{M}^{S} f d \mathcal{H}^{M} & =\int_{U} J_{M}^{S} f[\phi(u)] J_{M} \phi(u) d \mathcal{L}^{M} u \\
& =\int_{U} J_{M}(f \circ \phi)(u) d \mathcal{L}^{M} u \\
& =\int_{\mathbb{R}^{\nu}} \operatorname{card}\left(U \cap(f \circ \phi)^{-1}(y)\right) d \mathcal{H}^{M} y \\
& =\int_{\mathbb{R}^{\nu}} \operatorname{card}\left(S \cap f^{-1}(y)\right) d \mathcal{H}^{M} y
\end{aligned}
$$

Lemma 5.3.8 Suppose that $\nu<M, S$ is an $M$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{N}$ and $\phi$ is as above. If the $\mathbb{R}^{\nu}$-valued function $f$ is $C^{1}$ in a neighborhood of $x$ in $S$ and if $z=f(x)$, then

$$
\begin{equation*}
J_{\nu}(f \circ \phi) \cdot J_{M-\nu}^{(f \circ \phi)^{-1}(z)} \phi=J_{M} \phi \cdot J_{\nu}^{S} f . \tag{5.26}
\end{equation*}
$$

Proof. The two linear functions $D(f \circ \phi)$ and $D_{S} f$ clearly have the same rank. If that common rank is less than $\nu$, then both sides of (5.26) are zero. Thus we may assume both functions have rank $\nu$.

Let $\Pi: \mathbf{T}_{x} S \rightarrow \mathbf{T}_{x} S$ be orthogonal projection onto the orthogonal complement of ker $D_{S} f$. Choose an $(M-\nu)$-dimensional parallelepiped $P_{1}$ in ker $D(f \circ \phi)$ and a $\nu$-dimensional parallelepiped $P_{2}$ in the orthogonal complement of ker $D(f \circ \phi)$. Since $D \phi$ maps ker $D(f \circ \phi)$ onto ker $D_{S} f$, we have

$$
\begin{equation*}
\mathcal{H}^{M}\left[\left(D \phi\left(P_{1}\right)\right) \times\left(\Pi \circ D \phi\left(P_{2}\right)\right)\right]=\mathcal{H}^{M}\left[\left(D \phi\left(P_{1}\right)\right) \times\left(D \phi\left(P_{2}\right)\right)\right] \tag{5.27}
\end{equation*}
$$

Since $\Pi \circ D \phi\left(P_{2}\right)$ is a $\nu$-dimensional parallelepiped in the orthogonal complement of $\operatorname{ker} D_{S} f$ and $P_{2}$ is a $\nu$-dimensional parallelepiped in the orthogonal complement of $\operatorname{ker} D(f \circ \phi)$, Lemma 5.3.5 gives us

$$
\begin{align*}
J_{\nu}^{S} f \cdot \mathcal{H}^{\nu}\left[\Pi \circ D \phi\left(P_{2}\right)\right] & =\mathcal{H}^{\nu}\left[D_{S} f\left(\Pi \circ D \phi\left(P_{2}\right)\right)\right] \\
& =\mathcal{H}^{\nu}\left[D_{S} f \circ D \phi\left(P_{2}\right)\right] \\
& =\mathcal{H}^{\nu}\left[D(f \circ \phi)\left(P_{2}\right)\right] \\
& =J_{\nu}(f \circ \phi) \cdot \mathcal{H}^{\nu}\left[P_{2}\right] \tag{5.28}
\end{align*}
$$

We also have

$$
\begin{equation*}
J_{M-\nu}^{(f \circ \phi)^{-1}(z)} \phi \cdot \mathcal{H}^{M-\nu}\left[P_{1}\right]=\mathcal{H}^{M-\nu}\left[D \phi\left(P_{1}\right)\right] \tag{5.29}
\end{equation*}
$$

Combining (5.28) and (5.29), using (5.27), and applying Lemma 5.3.5 again, we obtain

$$
\begin{aligned}
& J_{\nu}(f \circ \phi) \cdot J_{M-\nu}^{(f \circ \phi)^{-1}(z)} \phi \cdot \mathcal{H}^{M-\nu}\left[P_{1}\right] \cdot \mathcal{H}^{\nu}\left[P_{2}\right] \\
& =J_{\nu}^{S} f \cdot \mathcal{H}^{M-\nu}\left[D \phi\left(P_{1}\right)\right] \cdot \mathcal{H}^{\nu}\left[\Pi \circ D \phi\left(P_{2}\right)\right] \\
& =J_{\nu}^{S} f \cdot \mathcal{H}^{M}\left[\left(D \phi\left(P_{1}\right)\right) \times\left(\Pi \circ D \phi\left(P_{2}\right)\right)\right] \\
& =J_{\nu}^{S} f \cdot \mathcal{H}^{M}\left[\left(D \phi\left(P_{1}\right)\right) \times\left(D \phi\left(P_{2}\right)\right)\right] \\
& =J_{\nu}^{S} f \cdot \mathcal{H}^{M}\left[D \phi\left(P_{1} \times P_{2}\right)\right] \\
& =J_{\nu}^{S} f \cdot J_{M} \phi \cdot \mathcal{H}^{M}\left[P_{1} \times P_{2}\right] \\
& =J_{\nu}^{S} f \cdot J_{M} \phi \cdot \mathcal{H}^{M-\nu}\left[P_{1}\right] \cdot \mathcal{H}^{\nu}\left[P_{2}\right]
\end{aligned}
$$

and the result follows.
To end this section, we prove the coarea formula for $C^{1}$ submanifolds. As we shall see in the next section, the condition that $f$ be $C^{1}$ is not essential; it suffices to assume that $f$ is only Lipschitz.

Theorem 5.3.9 Suppose $M \geq \nu$ and $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{\nu}$ is $C^{1}$. If $S \subseteq \mathbb{R}^{N}$ is an $M$-dimensional $C^{1}$ submanifold, then

$$
\int_{S} g J_{\nu}^{S} f d \mathcal{H}^{M}=\int_{\mathbb{R}^{\nu}} \int_{S \cap f^{-1}(y)} g d \mathcal{H}^{M-\nu} d \mathcal{H}^{\nu} y
$$

for every $\mathcal{H}^{M}$-measurable function $g$.
Proof. It suffices to consider $g \equiv 1$ and $S=\phi(U)$ where $\phi: U \rightarrow \mathbb{R}^{N}$. By Lemma 5.3.5 and Theorem 5.3.7, we have

$$
\begin{aligned}
\int_{S} J_{\nu}^{S} f d \mathcal{H}^{M} & =\int_{U} J_{\nu}^{S} f(x) J_{M} \phi(u) d \mathcal{L}^{M} \\
& =\int_{\mathbb{R}^{\nu}} J_{\nu}(f \circ \phi) J_{M-\nu}^{(f \circ \phi)^{-1}(z)} \phi d \mathcal{H}^{M-\nu} d \mathcal{H}^{\nu} y
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{\mathbb{R}^{\nu}} \int_{U \cap(f \circ \phi)^{-1}(y)} J_{M-\nu}^{(f \circ \phi)^{-1}(z)} \phi d \mathcal{H}^{M-\nu} d \mathcal{H}^{\nu} y \\
& =\int_{\mathbb{R}^{\nu}} \int_{S \cap f^{-1}(y)} d \mathcal{H}^{M-\nu} d \mathcal{H}^{\nu} y .
\end{aligned}
$$

### 5.4 Rectifiable Sets

Definition 5.4.1 Let $M$ be an integer with $1 \leq M \leq N$. A set $S \subseteq \mathbb{R}^{N}$ is said to be countably $M$-rectifiable if $S \subseteq S_{0} \cup\left(\bigcup_{j=1}^{\infty} \bar{F}_{j}\left(\mathbb{R}^{M}\right)\right)$, where
(1) $\mathcal{H}^{M}\left(S_{0}\right)=0$;
(2) $F_{j}: \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ are Lipschitz functions, $j=1,2, \ldots$..

We will usually use countably $M$-rectifiable sets in conjunction with the hypothesis of $\mathcal{H}^{M}$-measurability and the assumption that the intersection with any compact set has finite Hausdorff measure.

Our terminology follows that of [Sim 83] rather than that of [Fed 69]. The distinction here is that we are allowing the set $S_{0}$ with $\mathcal{H}^{M}\left(S_{0}\right)=0$, but that set is excluded in [Fed 69].

It is easy to see that a Lipschitz function $f: A \rightarrow \mathbb{R}^{N}$ can be extended to a Lipschitz function $F: \mathbb{R}^{M} \rightarrow \mathbb{R}$ with $\operatorname{Lip}(F)$ bounded by a constant multiple ${ }^{4}$ of $\operatorname{Lip}(f)$. Thus condition (2) in Definition 5.4.1 is equivalent to mandating that

$$
S=S_{0} \cup\left(\bigcup_{j=1}^{\infty} F_{j}\left(S_{j}\right)\right)
$$

where $\mathcal{H}^{M}\left(S_{0}\right)=0, S_{j} \subseteq \mathbb{R}^{M}$, and $F_{j}: S_{j} \rightarrow \mathbb{R}^{N}$ is Lipschitz. In practice this is the way that we think of an $M$-rectifiable set.

Lemma 5.4.2 The set $S$ is countably $M$-rectifiable $(1 \leq M)$ if and only if $S \subseteq \cup_{j=0}^{\infty} T_{j}$, where $\mathcal{H}^{M}\left(T_{0}\right)=0$ and where each $T_{j}$ for $j \geq 1$ is an $M$ dimensional, embedded $C^{1}$ submanifold of $\mathbb{R}^{N}$.

[^27]Proof. The "if" direction of the result is trivial. For the "only if" part, we use Theorem 5.1.12. Specifically, we select $C^{1}$ functions $h_{1}^{(j)}, h_{2}^{(j)}, \ldots$ such that, if $F_{j}$ are Lipschitz functions as in Definition 5.4.1, then

$$
F_{j}\left(\mathbb{R}^{M}\right) \subseteq E_{j} \cup\left(\bigcup_{\ell=1}^{\infty} h_{\ell}^{(j)}\left(\mathbb{R}^{M}\right)\right), j=1,2, \ldots
$$

where $\mathcal{H}^{M}\left(E_{j}\right)=0$. Then set

$$
C_{\ell j}=\left\{x \in \mathbb{R}^{M}: J_{M} h_{\ell}^{(j)}(x)=0\right\}
$$

where $J_{M} h_{\ell}^{(j)}(x)$ denotes the $M$-dimensional Jacobian of $h_{\ell}^{(j)}$ at $x$ (see Definition 5.1.3), and define

$$
T_{0}=\left(\bigcup_{j=1}^{\infty} E_{j}\right) \cup\left(\bigcup_{\ell, j=1}^{\infty} h_{\ell}^{(j)}\left(C_{\ell j}\right)\right)
$$

Theorem 5.1.1, the area formula, now tells us that $\mathcal{H}^{M}\left(\bigcup_{\ell, j=1}^{\infty} h_{\ell}^{(j)}\left(C_{\ell j}\right)\right)=0$ and hence $\mathcal{H}^{M}\left(T_{0}\right)=0$.

Because the open set $\mathbb{R}^{M} \backslash C_{\ell j}$ consists only of points at which $J_{M} h_{\ell}^{(j)}$ is nonvanishing, $\mathbb{R}^{M} \backslash C_{\ell j}$ can be written as the union of countably many open sets $U_{\ell j k}$ that may be chosen small enough that each $T_{\ell j k}=h_{\ell}^{(j)}\left(U_{\ell j k}\right)$ is an $M$-dimensional, embedded $C^{1}$ submanifold of $\mathbb{R}^{N}$. Then we have

$$
S \subseteq T_{0} \cup \bigcup_{\ell, j, k=1}^{\infty} T_{\ell j k}
$$

as required.

Proposition 5.4.3 If the set $S$ is $\mathcal{H}^{M}$-measurable and countably $M$-rectifiable $(M \geq 1)$, then $S=\bigcup_{j=0}^{\infty} S_{j}$, where
(1) $\mathcal{H}^{M}\left(S_{0}\right)=0$,
(2) $S_{i} \cap S_{j}=\emptyset$ if $i \neq j$,
(3) for $j \geq 1, S_{j} \subseteq T_{j}$ and $T_{j}$ is an $M$-dimensional, embedded $C^{1}$ submanifold of $\mathbb{R}^{N}$.

Proof. Let the $T_{j}$ be as in Lemma 5.4.2. Define the $S_{j}$ inductively by setting $S_{0}=S \bigcap T_{0}$ and $S_{j+1}=\left(S \bigcap T_{j+1}\right) \backslash \bigcup_{i=0}^{j} S_{i}$.

Definition 5.4.4 Let $S \subseteq \mathbb{R}^{N}$ be $\mathcal{H}^{M}$-measurable with $\mathcal{H}^{M}(S \cap K)<\infty$ for every compact $K$. We say that an $M$-dimensional linear subspace $W$ of $\mathbb{R}^{N}$ is the approximate tangent space to $S$ at $x \in \mathbb{R}^{N}$ if

$$
\lim _{\lambda \rightarrow 0^{+}} \int_{\lambda^{-1}(S-x)} f(y) d \mathcal{H}^{M}(y)=\int_{W} f(y) d \mathcal{H}^{M}(y)
$$

for all compactly supported continuous functions $f$. Here

$$
y \in \lambda^{-1}(S-x) \Longleftrightarrow \lambda y+x \in S \Longleftrightarrow y=\lambda^{-1}(z-x) \text { for some } z \in S
$$

Of course, if $S$ is an $M$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{N}$, then the approximate tangent space coincides with the usual tangent space arising from the smooth structure. When $S$ is not a $C^{1}$ submanifold, there may exist various exceptional points $x$ of $S$ for which there is a set $W$ that is not an $M$-dimensional linear subspace, but nonetheless ought to be considered a tangent object for $S$ at $x$-for example, at a vertex of a simplex. Even so, our definition will be justified by the fact that, in the case when $S$ is countably $M$-rectifiable, the set of such exceptional points $x$ has $\mathcal{H}^{M}$ measure zero.

When the approximate tangent space to $S$ at $x$ exists, we will denote it by $\mathbf{T}_{x} S$. For this convention, the dimension $M$ should always be understood to be the Hausdorff dimension of $S$.

Theorem 5.4.5 If $S$ is $\mathcal{H}^{M}$-measurable and countably $M$-rectifiable and if $\mathcal{H}^{M}(S \cap K)<\infty$ holds for every compact $K \subseteq \mathbb{R}^{N}$, then $\mathbf{T}_{x} S$ exists for $\mathcal{H}^{M}$-almost every $x \in S$.

Proof. Write $S$ as in Proposition 5.4.3 and consider $j \geq 1$. By Corollary 4.3.10, we have

$$
\Theta^{* M}\left[\mathcal{H}^{M} \mathrm{~L}\left(S \backslash S_{j}\right), x\right]=0
$$

for $\mathcal{H}^{M}$-almost every $x \in S_{j}$. By Theorem 4.3.5, we have

$$
\lim _{r \downarrow 0} \frac{\mathcal{H}^{M}\left[S_{j} \cap \overline{\mathbb{B}}(x, r)\right]}{\mathcal{H}^{M}\left[T_{j} \cap \overline{\mathbb{B}}(x, r)\right]}=1
$$

for $\mathcal{H}^{M}$-almost every $x \in S_{j}$. Since $T_{j}$ is an $M$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{N}$, the result follows with $\mathbf{T}_{x} S=\mathbf{T}_{x} T_{j}$.

Definition 5.4.6 Suppose that $S$ is $\mathcal{H}^{M}$-measurable and countably $M$-rectifiable and suppose that $\mathcal{H}^{M}(S \cap K)<\infty$ holds for every compact $K \subseteq \mathbb{R}^{N}$. Let $f: S \rightarrow \mathbb{R}^{\nu}$. We define $D_{S} f$ and $J_{K}^{S}, K \leq M$, by writing $S$ as in Proposition 5.4.3 and setting

$$
\begin{aligned}
D_{S} f(x) & =D_{T_{j}} f(x), \\
J_{K}^{S} f(x) & =J_{K}^{T_{j}} f(x)
\end{aligned}
$$

whenever $j \geq 1$ and the respective righthand side exists. We call $D_{S} f$ the approximate differential of $f$ and $J_{K}^{S} f$ the approximate $K$-dimensional Jacobian of $f$. In case $\nu=1$, we similarly define the approximate gradient of $f$ $\nabla^{S} f$.

Now that the requisite definitions have been made, the area and coarea formulas for countably $M$-rectifiable sets follow readily from the corresponding results for $C^{1}$ submanifolds.

Theorem 5.4.7 Suppose $M \leq \nu$ and $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{\nu}$ is Lipschitz. If $S \subseteq \mathbb{R}^{N}$ is $\mathcal{H}^{M}$-measurable and countably $M$-rectifiable and if $\mathcal{H}^{M}(S \cap K)<\infty$ holds for every compact $K \subseteq \mathbb{R}^{N}$, then $J_{M}^{S} f$ exists $\mathcal{H}^{M}$-almost everywhere in $S$ and

$$
\int_{S} g J_{M}^{S} f d \mathcal{H}^{M}=\int_{\mathbb{R}^{\nu}} g(y) \operatorname{card}\left(S \cap f^{-1}(y)\right) d \mathcal{H}^{M} y
$$

holds, for every $\mathcal{H}^{M}$-measurable function $g$.
Proof. Write $S$ as in Proposition 5.4.3 and apply Theorem 5.3.7.

Theorem 5.4.8 Suppose $M \geq \nu$ and $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{\nu}$ is Lipschitz. If $S \subseteq \mathbb{R}^{N}$ is $\mathcal{H}^{M}$-measurable and countably $M$-rectifiable and if $\mathcal{H}^{M}(S \cap K)<\infty$ holds for every compact $K \subseteq \mathbb{R}^{N}$, then $J_{\nu}^{S} f$ exists $\mathcal{H}^{M}$-almost everywhere in $S$ and

$$
\int_{S} g J_{\nu}^{S} f d \mathcal{H}^{M}=\int_{\mathbb{R}^{\nu}} \int_{S \cap f^{-1}(y)} g d \mathcal{H}^{M-\nu} d \mathcal{H}^{\nu} y
$$

holds, for every $\mathcal{H}^{M}$-measurable function $g$.
Proof. Write $S$ as in Proposition 5.4.3 and, using Theorem 5.1.12 to approximate the Lipschitz map $f$ by $C^{1}$ maps, apply Theorem 5.3.7.

### 5.5 Poincaré Inequalities

The Poincaré inequalities ${ }^{5}$ are like a weak version of the Sobolev inequalities $^{6}$ (see [Zie 89; Section 2.4] for an introduction to Sobolev inequalities). They are of a priori interest, but they also are adequate for many of our applications in geometric measure theory.

We shall require a bit of preliminary machinery in order to formulate and prove the results that follow. In most partial differential equations texts, the Poincaré inequalities are formulated for smooth testing functions. We must have such inequalities for functions of bounded variation. So some extra effort is required.

A function $u$ on a domain $U \subseteq \mathbb{R}^{N}$ is said to be of local bounded variation on $U$, written $u \in B V_{\text {loc }}(U)$, if, for each $W \subset \subset U$ there is a constant $c=$ $c(W)<\infty$ such that

$$
\begin{equation*}
\int_{W} u(x) \operatorname{div} g(x) d \mathcal{L}^{N}(x) \leq c(W) \cdot \sup |g| \tag{5.30}
\end{equation*}
$$

holds for all compactly supported, vector-valued, compactly supported functions $g=\left(g^{1}, \ldots g^{N}\right)$ with each $g^{j} \in C^{\infty}(W)$. For convenience we denote the space of such $g$ by $\mathcal{K}_{W}\left(U, \mathbb{R}^{N}\right)$. Then we see from (5.30) that the linear functional

$$
\mathcal{K}_{W}\left(U, \mathbb{R}^{N}\right) \ni g \longmapsto \int_{W} u(x) \operatorname{div} g(x) d \mathcal{L}^{N}(x)
$$

is bounded in the supremum norm. Thus the Riesz representation theorem tells us that there is a Radon measure $\mu$ on $U$ and a $\mu$-measurable function $\nu=\left(\nu^{1}, \ldots, \nu^{N}\right)$, with each $|\nu|=1$ almost everywhere, such that ${ }^{7}$

$$
\int_{U} u(x) \operatorname{div} g(x) d \mathcal{L}^{N}(x)=\int_{U} g(x) \cdot \nu(x) d \mu(x)
$$

In the language of distribution theory, the weak derivatives $D_{j} u$ of $u$ are represented by the signed measures $\nu_{j} d \mu, j=1, \ldots, N$. It is thus convenient to denote the total variation measure ${ }^{8} \mu$ by $|D u|$.

[^28]

Figure 5.3: The graph of a mollifier.

We will find it useful in our discussions to use Friedrichs mollifiers ${ }^{9}$ to smooth our bounded variation functions.

Definition 5.5.1 We call $\varphi$ a mollifier if (see Figure 5.3)

- $\varphi \in C^{\infty}\left(\mathbb{R}^{N}\right)$;
- $\varphi \geq 0$;
- $\operatorname{supp} \varphi \subseteq \mathbb{B}(0,1)$;
- $\int_{\mathbb{R}^{N}} \varphi(x) d x=1 ;$
- $\varphi(x)=\varphi(-x)$.

For $\sigma>0$ we set $\varphi_{\sigma}(x)=\sigma^{-N} \varphi(x / N)$. We call $\left\{\varphi_{\sigma}\right\}_{\sigma>0}$ a family of mollifiers or an approximation to the identity.

In case $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ and $\sigma>0$, we define
$f_{\sigma}(x)=f * \varphi_{\sigma}(x)=\int_{\mathbb{R}^{N}} f(z) \varphi_{\sigma}(x-z) d \mathcal{L}^{N}(z)=\int_{\mathbb{R}^{N}} f(x-z) \varphi_{\sigma}(z) d \mathcal{L}^{N}(z)$.
Then $f_{\sigma} \in C^{\infty}$ and $f_{\sigma}$ converges back to $f$ in a variety of senses. In particular, $f_{\sigma} \rightarrow f$ pointwise almost everywhere and $f_{\sigma} \rightarrow f$ in the $L_{\text {loc }}^{1}$ topology. In case $f$ is continuous then $f_{\sigma}$ converges uniformly on compact sets to $f$. The reference [SW 71] contains details of these assertions.

We begin with a version of the Poincaré inequality for smooth functions. If $f$ is a Lebesgue measurable function and $U$ is a subset of positive Lebesgue

[^29]measure of the domain of $f$ then we let
\[

$$
\begin{equation*}
f_{U}=\frac{1}{\mathcal{L}^{N}(U)} \int_{U} f(t) d \mathcal{L}^{N}(T) \tag{5.32}
\end{equation*}
$$

\]

be the average of $f$ over $U$.
Lemma 5.5.2 Let $U$ be a bounded, convex, open subset of $\mathbb{R}^{N}$. Let $f$ be a continuously differentiable function on $U$. Then there is a constant $c=c(U)$ such that

$$
\int_{U}\left|f-f_{U}\right| d \mathcal{L}^{N} \leq c \cdot \int_{U}|D f| d \mathcal{L}^{N}
$$

Proof. We will use the notation $|U|=\mathcal{L}^{N}(U)$. We calculate that

$$
\begin{aligned}
\int_{U} \mid f- & \left.f_{U}\left|d \mathcal{L}^{N}=\int_{U}\right| f(x)-\frac{1}{|U|} \int_{U} f(t) d \mathcal{L}^{N}(t) \right\rvert\, d \mathcal{L}^{N}(x) \\
= & \int_{U}\left|\frac{1}{|U|} \int_{U} f(x)-f(t) d \mathcal{L}^{N}(t)\right| d \mathcal{L}^{N}(x) \\
\leq & \frac{1}{|U|} \int_{U} \int_{U}|f(x)-f(t)| d \mathcal{L}^{N}(x) d \mathcal{L}^{N}(t) \\
= & \frac{1}{|U|} \int_{U} \int_{U}\left|\int_{0}^{1} \frac{d}{d s} f((1-s) t+s x) d s\right| d \mathcal{L}^{N}(x) d \mathcal{L}^{N}(t) \\
\leq & \frac{1}{|U|} \int_{U} \int_{U} \int_{0}^{1}|D f((1-s) t+s x)| \cdot|x-t| d s d \mathcal{L}^{N}(x) d \mathcal{L}^{N}(t) \\
\leq & \operatorname{diam}(U) \cdot \frac{1}{|U|} \int_{U} \int_{U} \int_{0}^{1}|D f((1-s) t+s x)| d s d \mathcal{L}^{N}(x) d \mathcal{L}^{N}(t) \\
= & \operatorname{diam}(U) \cdot \frac{1}{|U|} \int_{U} \int_{U} \int_{0}^{1 / 2}|D f((1-s) t+s x)| d s d \mathcal{L}^{N}(x) d \mathcal{L}^{N}(t) \\
& +\operatorname{diam}(U) \cdot \frac{1}{|U|} \int_{U} \int_{U} \int_{1 / 2}^{1}|D f((1-s) t+s x)| d s d \mathcal{L}^{N}(x) d \mathcal{L}^{N}(t) \\
= & \operatorname{diam}(U) \cdot \frac{1}{|U|} \int_{U} \int_{0}^{1 / 2} \int_{U}|D f((1-s) t+s x)| d \mathcal{L}^{N}(t) d s d \mathcal{L}^{N}(x) \\
& +\operatorname{diam}(U) \cdot \frac{1}{|U|} \int_{U} \int_{1 / 2}^{1} \int_{U}|D f((1-s) t+s x)| d \mathcal{L}^{N}(x) d s d \mathcal{L}^{N}(t) .
\end{aligned}
$$

For $1 / 2 \leq s \leq 1$ we have

$$
\int_{U}|D f((1-s) t+s x)| d \mathcal{L}^{N}(x)=\int_{\widehat{U}}|D f(\widehat{x})| s^{-N} d \mathcal{L}^{N}(\widehat{x})
$$

where

$$
\widehat{U}=\{(1-s) t+s x: x \in U\} .
$$

Observing that $\widehat{U} \subseteq U$, we obtain

$$
\int_{\widehat{U}}|D f(\widehat{x})| s^{-N} d \mathcal{L}^{N}(\widehat{x}) \leq s^{-N}\|D f\|_{L^{1}(U)} \leq 2^{N}\|D f\|_{L^{1}(U)}
$$

Similarly, for $0 \leq s \leq 1 / 2$ we have

$$
\int_{U}|D f((1-s) t+s x)| d \mathcal{L}^{N}(t) \leq 2^{N}\|D f\|_{L^{1}(U)}
$$

We conclude that

$$
\begin{aligned}
\int_{U}\left|f-f_{U}\right| d \mathcal{L}^{N} & \leq \operatorname{diam}(U) \cdot \frac{1}{|U|} \cdot 2^{N}\|D f\|_{L^{1}(U)} \int_{U} d \mathcal{L}^{N} \\
& =2^{N} \operatorname{diam}(U)\|D f\|_{L^{1}(U)}
\end{aligned}
$$

Remark 5.5.3 Observe that we used the convexity property of $U$ in order to invoke the fundamental theorem of calculus in line 4 of the calculation. In fact, with extra effort, a result may be proved on a smoothly bounded domain. One then instead uses a piecewise linear curve with the fundamental theorem.

Next we wish to replace the average $f_{U}$ in the statement of the lemma with a more arbitrary constant.

Lemma 5.5.4 Let $\beta \in \mathbb{R}$ and $0<\theta<1$ be constants. Let $f$ and $U$ be as in Lemma 5.5.2, and let $f_{U}$ be as in (5.32). Assume that

$$
\mathcal{L}^{N}\{x \in U: f(x) \geq \beta\} \geq \theta \mathcal{L}^{N}(U)
$$

and

$$
\mathcal{L}^{N}\{x \in U: f(x) \leq \beta\} \mid \geq \theta \mathcal{L}^{N}(U)
$$

Then there is a constant $C=C(\theta)$ such that

$$
\int_{U}|f(x)-\beta| d \mathcal{L}^{N}(x) \leq \theta^{-1}(1+\theta) \cdot \int_{U}\left|f(x)-f_{U}\right| d \mathcal{L}^{N}(x) .
$$

Proof. We write

$$
U_{+}=\{x \in U: f(x) \geq \beta\}, \quad U_{-}=\{x \in U: f(x) \leq \beta\}
$$

First we shall prove that

$$
\int_{U}\left|f_{U}-\beta\right| d \mathcal{L}^{N} \leq C \cdot \int_{U}\left|f(x)-f_{U}\right| d \mathcal{L}^{N}(x)
$$

We consider two cases:
(1) First we treat the case $\beta>f_{U}$. Then we have

$$
\begin{aligned}
\int_{U}\left|f_{U}-\beta\right| d \mathcal{L}^{N} & =\int_{U}\left(\beta-f_{U}\right) d \mathcal{L}^{N} \\
& =\mathcal{L}^{N}(U) \cdot\left(\beta-f_{U}\right) \\
& \leq \mathcal{L}^{N}(U) \cdot\left[\left(\frac{1}{\mathcal{L}^{N}\left(U_{+}\right)} \int_{U_{+}} f(x) d \mathcal{L}^{N}(x)\right)-f_{U}\right] \\
& =\mathcal{L}^{N}(U) \cdot\left(\frac{1}{\mathcal{L}^{N}\left(U_{+}\right)} \int_{U_{+}}\left(f(x)-f_{U}\right) d \mathcal{L}^{N}(x)\right)
\end{aligned}
$$

Now, on the set where $f>\beta$ we certainly have, since $\beta>f_{U}$, that $f>f_{U}$. Therefore the last line is (by our hypotheses about $\theta$ and $\beta$ )

$$
\leq C \cdot \int_{U}\left|f(x)-f_{U}\right| d \mathcal{L}^{N}(x)
$$

Thus

$$
\int_{U}\left|f_{U}-\beta\right| d \mathcal{L}^{N} \leq C \cdot \int_{U}\left|f(x)-f_{U}\right| d \mathcal{L}^{N}(x)
$$

(2) Now we treat the case $\beta \leq f_{U}$. Then we have

$$
\begin{aligned}
\int_{U}\left|f_{U}-\beta\right| d \mathcal{L}^{N} & =\int_{U}\left(f_{U}-\beta\right) d \mathcal{L}^{N} \\
& \leq \mathcal{L}^{N}(U) \cdot\left(f_{U}-\frac{1}{\mathcal{L}^{N}\left(U_{-}\right)} \int_{U_{-}} f(x) d \mathcal{L}^{N}(x)\right) \\
& =\mathcal{L}^{N}(U) \cdot\left(\frac{1}{\mathcal{L}^{N}\left(U_{-}\right)} \int_{U_{-}}\left(f_{U}-f(x)\right) d \mathcal{L}^{N}(x)\right)
\end{aligned}
$$

Now clearly $f \leq \beta \leq f_{U}$ on $U_{-}$. So we may estimate the last line, in view of our hypotheses about $\theta$ and $\beta$, by

$$
C \cdot \int_{U}\left|f_{U}-f(x)\right| d \mathcal{L}^{N}(x)
$$

Now we have the simple estimates

$$
\begin{array}{r}
\int_{U}|f(x)-\beta| d \mathcal{L}^{N}(x) \leq \int_{U}\left|f(x)-f_{U}\right| d \mathcal{L}^{N}(x)+\int_{U}\left|f_{U}-\beta\right| d \mathcal{L}^{N}(x) \\
\leq \int_{U}\left|f(x)-f_{U}\right| d \mathcal{L}^{N}(x)+C \cdot \int_{U}\left|f(x)-f_{U}\right| d \mathcal{L}^{N}(x)
\end{array}
$$

That is the desired result.

Theorem 5.5.5 Let $U$ be a bounded, convex, open subset of $\mathbb{R}^{N}$. Let $\beta, \theta$ be as in Lemma 5.5.4. Let $f$ be a continuously differentiable function on $U$. Then

$$
\int_{U}|f-\beta| d \mathcal{L}^{N} \leq c \cdot \int_{U}|D f| d \mathcal{L}^{N}
$$

Proof. Combine the two lemmas.

Theorem 5.5.6 Let $U$ be a bounded, convex, open subset of $\mathbb{R}^{N}$. Let $\beta, \theta$ be as in Lemma 5.5.4. Let $u$ be a function of bounded variation on $U$. Then

$$
\int_{U}|u-\beta| d \mathcal{L}^{N} \leq c \cdot \int_{U}|D u| .
$$

Proof. Use a standard approximation argument to reduce the result to the preceding theorem.

Our next Poincaré inequality mediates between the support of a function on $\mathbb{R}^{N}$ and the natural domain of support $U$. Of course the boundary of $U$ will play a key role in the result.

Theorem 5.5.7 Let $U \subseteq \mathbb{R}^{N}$ be a bounded, open, and convex domain. If $u \in B V_{\text {loc }}\left(\mathbb{R}^{N}\right)$ with $\operatorname{spt} u \subseteq \bar{U}$, then there is a constant $c=c(U)$ such that

$$
\int_{\mathbb{R}^{N}}|D u| d \mathcal{L}^{N} \leq c \cdot\left(\int_{U}|D u|+\int_{U}|u| d \mathcal{L}^{N}\right)
$$



Figure 5.4: The point $a$ representing the middle of the set $U$.

Proof. For $\delta>0$ small, set $U_{\delta}=\{x \in U: \operatorname{dist}(x, \partial U)>\delta\}$. Let $\phi_{\delta}$ be a compactly supported $C^{\infty}$ function satisfying
(1) $\phi_{\delta}=1$ in $U_{\delta}$;
(2) $\phi_{\delta}=0$ in $\mathbb{R}^{N} \backslash U_{\delta / 2}$;
(3) $0 \leq \phi_{\delta} \leq 1$ in $\mathbb{R}^{N}$;
(4) for some point $a \in U$ and some $c=c(U, a)>0$,

$$
\left|D \phi_{\delta}(x)\right| \leq-c \cdot(x-a) \cdot D \phi_{\delta}(x) \quad \text { for all } x \in U .
$$

Condition (4) is perhaps unfamiliar, and merits some discussion. The point a should be thought of as lying in the "middle" of $U$, and its existence as mandated in (4) is simply a manifestation of the starlike quality of $U$ (see Figure 5.4). The effect of the boundary of $U$ will be expressed via the value of $c(U, a)$ in condition (4).

We now apply the definition of $|D w|$ with $w=\phi_{\delta} \cdot u$ to obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|D\left(\phi_{\delta} \cdot u\right)\right| d \mathcal{L}^{N} \leq \int_{\mathbb{R}^{N}}\left|D \phi_{\delta}\right| \cdot|u| d \mathcal{L}^{N}+\int_{\mathbb{R}^{N}} \phi_{\delta} \cdot|D u| . \tag{5.33}
\end{equation*}
$$

Property (4) of the function $\phi_{\delta}$ tells us that

$$
\int_{\mathbb{R}^{N}}\left|D \phi_{\delta}\right| \cdot|u| d \mathcal{L}^{N} \leq-c \int_{\mathbb{R}^{N}}\left[(x-a) \cdot D \phi_{\delta}\right] \cdot|u| d \mathcal{L}^{N}(x) .
$$

Notice that

$$
-\int_{\mathbb{R}^{N}} \operatorname{div}\left[(x-a) \cdot \phi_{\delta}\right] \cdot|u| d \mathcal{L}^{N}=-\int_{\mathbb{R}^{N}} N \cdot \phi_{\delta} \cdot|u|+(x-a) \cdot D \phi_{\delta} \cdot|u| d \mathcal{L}^{N} .
$$

Here we have used the fact that $\operatorname{div}(x-a)=N$. Thus we see that

$$
\int_{\mathbb{R}^{N}}-\operatorname{div}\left[(x-a) \cdot \phi_{\delta}\right] \cdot|u|+N \phi_{\delta}|u| d \mathcal{L}^{N}=\int_{\mathbb{R}^{N}}(x-a) \cdot D \phi_{\delta} \cdot|u| d \mathcal{L}^{N}
$$

In conclusion,

$$
\int_{\mathbb{R}^{N}}\left|D \phi_{\delta}\right| \cdot|u| d \mathcal{L}^{N} \leq c \cdot \int_{\mathbb{R}^{N}}\left(-|u| \cdot \operatorname{div}\left((x-a) \phi_{\delta}\right)+N|u| \phi_{\delta} d \mathcal{L}^{N}(x)\right.
$$

This last is majorized by

$$
\begin{equation*}
c\left(\int_{U}|D| u| |+\int_{\mathbb{R}^{N}}|u| d \mathcal{L}^{N}\right) \leq c\left(\int_{U}|D u| d \mathcal{L}^{N}+\int_{\mathbb{R}^{N}}|u| d \mathcal{L}^{N}\right) . \tag{5.34}
\end{equation*}
$$

Here we have used the definition of $|D| u|\mid$ and the fact that $| D|u||\leq|D u|$ by a standard approximation argument.

Now it is not difficult to verify that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|D u| d \mathcal{L}^{N} \leq \liminf _{\delta \rightarrow 0^{+}} \int_{\mathbb{R}^{N}}\left|D\left(\phi_{\delta} u\right)\right| \tag{5.35}
\end{equation*}
$$

The result follows by combining (5.33), (5.34), and (5.35).

## Chapter 6

## The Calculus of Differential Forms and Stokes's Theorem

### 6.1 Differential Forms and Exterior Differentiation

## Multilinear Functions and $m$-Covectors

The dual space of $\mathbb{R}^{N}$ is very useful in the formulation of line integrals (see Appendices A. 2 and A.3), but to define surface integrals we need to go beyond the dual space to consider functions defined on ordered $m$-tuples of vectors.

Definition 6.1.1 Let $\left(\mathbb{R}^{N}\right)^{m}$ be the cartesian product of $m$ copies of $\mathbb{R}^{N}$.
(1) A function $\phi:\left(\mathbb{R}^{N}\right)^{m} \rightarrow \mathbb{R}$ is $m$-linear if it is linear as a function of each of its $m$ arguments; that is, for each $1 \leq \ell \leq m$, it holds that

$$
\begin{aligned}
& \phi\left(u_{1}, \ldots, u_{\ell-1}, \alpha u+\beta v, u_{\ell+1}, \ldots, u_{m}\right) \\
&= \alpha \phi\left(u_{1}, \ldots, u_{\ell-1}, u, u_{\ell+1}, \ldots, u_{m}\right) \\
&+\beta \phi\left(u_{1}, \ldots, u_{\ell-1}, v, u_{\ell+1}, \ldots, u_{m}\right)
\end{aligned}
$$

where $\alpha, \beta \in \mathbb{R}$ and $u, v, u_{1}, \ldots, u_{\ell-1}, u_{\ell+1}, \ldots, u_{m} \in \mathbb{R}^{N}$. The more inclusive term multilinear means $m$-linear for an appropriate $m$.
(2) A function $\phi:\left(\mathbb{R}^{N}\right)^{m} \rightarrow \mathbb{R}$ is alternating if interchanging two arguments results in a sign change for the value of the function; that is, for
$1 \leq i<\ell \leq m$, it holds that

$$
\begin{aligned}
& \phi\left(u_{1}, \ldots, u_{i-1}, u_{i}, u_{i+1}, \ldots, u_{\ell-1}, u_{\ell}, u_{\ell+1}, \ldots, u_{m}\right) \\
& \quad=-\phi\left(u_{1}, \ldots, u_{i-1}, u_{\ell}, u_{i+1}, \ldots, u_{\ell-1}, u_{i}, u_{\ell+1}, \ldots, u_{m}\right)
\end{aligned}
$$

where $u_{1}, \ldots, u_{m} \in \mathbb{R}^{N}$.
(3) We denote by $\Lambda^{m}\left(\mathbb{R}^{N}\right)$ the set of $m$-linear, alternating functions from $\left(\mathbb{R}^{N}\right)^{m}$ to $\mathbb{R}$. We endow $\wedge^{m}\left(\mathbb{R}^{N}\right)$ with the usual vector space operations of addition and scalar multiplication, namely,

$$
(\phi+\psi)\left(u_{1}, u_{2}, \ldots, u_{m}\right)=\phi\left(u_{1}, u_{2}, \ldots, u_{m}\right)+\psi\left(u_{1}, u_{2}, \ldots, u_{m}\right)
$$

and

$$
(\alpha \phi)\left(u_{1}, u_{2}, \ldots, u_{m}\right)=\alpha \cdot \phi\left(u_{1}, u_{2}, \ldots, u_{m}\right),
$$

so $\bigwedge^{m}\left(\mathbb{R}^{N}\right)$ is itself a vector space. The elements of $\bigwedge^{m}\left(\mathbb{R}^{N}\right)$ are called $m$-covectors of $\mathbb{R}^{N}$.

## Remark 6.1.2

(1) In case $m=1$, requiring a map to be alternating imposes no restriction; also, 1-linear is the same as linear. Consequently, we see that $\Lambda^{1}\left(\mathbb{R}^{N}\right)$ is the dual space of $\mathbb{R}^{N}$; that is, $\Lambda^{1}\left(\mathbb{R}^{N}\right)=\left(\mathbb{R}^{N}\right)^{*}$.
(2) Recalling that the standard basis for $\mathbb{R}^{N}$ is written $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{N}$, we let $\mathbf{e}_{i}^{*}$ denote the dual of $\mathbf{e}_{i}$ defined by

$$
\left\langle\mathbf{e}_{i}^{*}, \mathbf{e}_{j}\right\rangle= \begin{cases}1 & \text { if } j=i \\ 0 & \text { if } j \neq i\end{cases}
$$

Then $\mathbf{e}_{1}^{*}, \mathbf{e}_{2}^{*}, \ldots, \mathbf{e}_{N}^{*}$ form the standard dual basis for $\left(\mathbb{R}^{N}\right)^{*}$.
(3) If $x_{1}, x_{2}, \ldots, x_{N}$ are the coordinates in $\mathbb{R}^{N}$, then it is traditional use alternative notation $d x_{i}$ to denote the dual of $\mathbf{e}_{i}$; that is,

$$
d x_{i}=\mathbf{e}_{i}^{*}, \quad \text { for } i=1,2, \ldots, N
$$

Example 6.1.3 The archetypical multilinear, alternating function is the determinant. As a function of its columns (or rows), the determinant of an $N$-by- $N$ matrix is $N$-linear and alternating. It is elementary to verify that every element of $\Lambda^{N}\left(\mathbb{R}^{N}\right)$ is a real multiple of the determinant function.

The next definition shows how we can extend the use of determinants to define examples of $m$-linear, alternating functions when $m$ is strictly smaller than $N$.

Definition 6.1.4 Let $a_{1}, a_{2}, \ldots, a_{m} \in \Lambda^{1}\left(\mathbb{R}^{N}\right)$ be given. Each $a_{i}$ can be written

$$
a_{i}=a_{i 1} d x_{1}+a_{i 2} d x_{2}+\cdots+a_{i N} d x_{N}
$$

We define $a_{1} \wedge a_{2} \wedge \cdots \wedge a_{m} \in \wedge^{m}\left(\mathbb{R}^{N}\right)$, called the exterior product of $a_{1}, a_{2}, \ldots, a_{m}$, by setting

$$
\begin{align*}
& \left(a_{1} \wedge a_{2} \wedge \cdots \wedge a_{m}\right)\left(u_{1}, u_{2}, \ldots, u_{m}\right) \\
& \quad=\operatorname{det}\left[\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 N} \\
a_{21} & a_{22} & \ldots & a_{2 N} \\
\vdots & \vdots & & \vdots \\
a_{m 1} & a_{m 2} & \ldots & a_{m N}
\end{array}\right)\left(\begin{array}{cccc}
u_{11} & u_{12} & \ldots & u_{1 m} \\
u_{21} & u_{22} & \ldots & u_{2 m} \\
\vdots & \vdots & & \vdots \\
u_{N 1} & u_{N 2} & \ldots & u_{N m}
\end{array}\right)\right] \tag{6.1}
\end{align*}
$$

where the $u_{i j}$ are the components of the vectors $u_{1}, u_{2}, \ldots, u_{m} \in \mathbb{R}^{N}$; that is each $u_{j}$ is given by

$$
u_{j}=u_{1 j} \mathbf{e}_{1}+u_{2 j} \mathbf{e}_{2}+\cdots u_{N j} \mathbf{e}_{N}
$$

To see that the function in (6.1) is $m$-linear and alternating, rewrite it in the form

$$
\begin{align*}
& \left(a_{1} \wedge a_{2} \wedge \cdots \wedge a_{m}\right)\left(u_{1}, u_{2}, \ldots, u_{m}\right) \\
& \quad=\operatorname{det}\left(\begin{array}{cccc}
\left\langle a_{1}, u_{1}\right\rangle & \left\langle a_{1}, u_{2}\right\rangle & \ldots & \left\langle a_{1}, u_{m}\right\rangle \\
\left\langle a_{2}, u_{1}\right\rangle & \left\langle a_{2}, u_{2}\right\rangle & \ldots & \left\langle a_{2}, u_{m}\right\rangle \\
\vdots & \vdots & & \vdots \\
\left\langle a_{m}, u_{1}\right\rangle & \left\langle a_{m}, u_{2}\right\rangle & \ldots & \left\langle a_{m}, u_{m}\right\rangle
\end{array}\right) \tag{6.2}
\end{align*}
$$

where $\left\langle a_{i}, u_{j}\right\rangle$ is the dual pairing of $a_{i}$ and $u_{j}$ (see Section A.150).
Elements of $\wedge^{m} \mathbb{R}^{N}$ that can be written in the form $a_{1} \wedge a_{2} \wedge \cdots \wedge a_{m}$ are called simple $m$-covectors.

Recall that $\Lambda_{m}\left(\mathbb{R}^{N}\right)$ is the space of $m$-vectors in $\mathbb{R}^{N}$ defined in Section 1.4. It is easy to see that any element of $\Lambda^{m}\left(\mathbb{R}^{N}\right)$ is well-defined on $\Lambda_{m}\left(\mathbb{R}^{N}\right)$ (just consider the equivalence relation in Definition 1.4.1). Thus $\Lambda^{m}\left(\mathbb{R}^{N}\right)$ can be considered the dual space of $\Lambda_{m}\left(\mathbb{R}^{N}\right)$. Evidently

$$
\begin{equation*}
d x_{i_{1}} \wedge d x_{i_{2}} \wedge \cdots \wedge d x_{i_{m}}, \quad 1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq N \tag{6.3}
\end{equation*}
$$

is the dual basis to the basis

$$
\mathbf{e}_{i_{1}} \wedge \mathbf{e}_{i_{2}} \wedge \cdots \wedge \mathbf{e}_{i_{m}}, \quad 1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq N
$$

for $\wedge_{m}\left(\mathbb{R}^{N}\right)$.

## Differential Forms

Definition 6.1.5 Let $W \subset \mathbb{R}^{N}$ be open. A differential $m$-form on $W$ is a function $\phi: W \rightarrow \Lambda^{m}\left(\mathbb{R}^{N}\right)$. We call $m$ the degree of the form. We say that the differential $m$-form $\phi$ is $C^{k}$ if, for each set of (constant) vectors $v_{1}, v_{2}, \ldots, v_{m}$, the real-valued function $\left\langle\phi(p), v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m}\right\rangle$ is a $C^{k}$ function of $p \in W$.

The differential form can be rewritten in terms of a basis and component functions as follows: For each $m$-tuple $1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq N$, define the real-valued function

$$
\phi_{i_{1}, i_{2}, \ldots, i_{m}}(p)=\left\langle\phi(p), \mathbf{e}_{i_{1}} \wedge \mathbf{e}_{i_{2}} \wedge \cdots \wedge \mathbf{e}_{i_{m}}\right\rangle .
$$

Then we have

$$
\phi=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq N} \phi_{i_{1}, i_{2}, \ldots, i_{m}} d x_{i_{1}} \wedge d x_{i_{2}} \wedge \cdots \wedge d x_{i_{m}} .
$$

The natural role for a differential $m$-form is to serve as the integrand in an integral over an $m$-dimensional surface. This is consistent with and generalizes integration of a 1-form along a curve.

Definition 6.1.6 Let
(1) the $m$-dimensional surface $S \subseteq \mathbb{R}^{N}$ be parametrized by the function $F: U \rightarrow \mathbb{R}^{N}$, where $U$ is an open subset of $\mathbb{R}^{m}$, that is, $F$ is a one-toone $C^{k}, k \geq 1$, function, $D F$ is of rank $m$, and $S=F(U)$,
(2) $W \subseteq \mathbb{R}^{N}$ be open with $F(U) \subseteq W$, and
(3) $\phi$ be a differential $m$-form on $W$.

Then the integral of $\phi$ over $S$ is defined by

$$
\begin{equation*}
\int_{S} \phi=\int_{U}\left\langle\phi \circ F(t), \frac{\partial F}{\partial t_{1}} \wedge \frac{\partial F}{\partial t_{2}} \wedge \cdots \wedge \frac{\partial F}{\partial t_{m}}\right\rangle d \mathcal{L}^{m}(t) \tag{6.4}
\end{equation*}
$$

whenever the righthand side of (6.4) is defined.

The surface $S$ in Definition 6.1 .6 is an oriented surface for which the orientation is induced by the orientation on $\mathbb{R}^{m}$ and the parametrization $F$. The value of the integral is unaffected by a reparametrization as long as the reparametrization is orientation preserving.

## Exterior Differentiation

In Appendix A. 3 one can see how the exterior derivative of a function allows the fundamental theorem of calculus to be applied to the integrals of 1 -forms along curves. The exterior derivative of a differential form, which we discuss next, is the mechanism that allows the fundamental theorem of calculus to be extended to higher dimensional settings.

Definition 6.1.7 Suppose that $U \subset \mathbb{R}^{N}$ is open and $f: U \rightarrow \mathbb{R}$ is a $C^{k}$ function, $k \geq 1$.
(1) The exterior derivative of $f$ is the 1 -form $d f$ on $U$ defined by setting

$$
\begin{equation*}
d f=\frac{\partial f}{\partial x_{1}} d x_{1}+\frac{\partial f}{\partial x_{2}} d x_{2}+\cdots+\frac{\partial f}{\partial x_{N}} d x_{N} \tag{6.5}
\end{equation*}
$$

Note that (6.5) is equivalent to

$$
\begin{equation*}
\langle d f(p), v\rangle=\langle D f(p), v\rangle \tag{6.6}
\end{equation*}
$$

for $p \in U$ and $v \in \mathbb{R}^{N}$.
(2) The exterior derivative of the $m$-form $\phi=f d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}}$, $m \geq 1$, is the $(m+1)$-form $d \phi$ given by setting

$$
d \phi=(d f) \wedge d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}}
$$

(3) The definition of exterior differentiation in (2) is extended by linearity to all $C^{k} m$-forms, $m \geq 1$.

The rules analogous to those for ordinary derivatives of sums and products of functions are given in the next lemma.

Lemma 6.1.8 Let $\phi$ and $\psi$ be $C^{1} m$-forms and let $\theta$ be a $C^{1} \ell$-form. It holds that
(1) $d(\phi+\psi)=(d \phi)+(d \psi)$,
(2) $d(\phi \wedge \theta)=(d \phi) \wedge \theta+(-1)^{m} \phi \wedge(d \theta)$.

## Proof.

(1) Equation (1) follows immediately from Definition 6.1.7(3).
(2) Note that in case $m=0$, equation (2) reduces to Definition 6.1.7(2) and the usual product rule. Now suppose that $m \geq 1, \phi=f d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}}$, and $\theta=g d x_{j_{1}} \wedge d x_{j_{2}} \wedge \ldots \wedge d x_{j_{\ell}}$. Using Definition 6.1.7(2), we compute

$$
\begin{aligned}
d( & \phi \\
\wedge & \theta)=d(f g) d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}} \wedge d x_{j_{1}} \wedge d x_{j_{2}} \wedge \ldots \wedge d x_{j_{\ell}} \\
= & {[(d f) g+f(d g)] d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}} \wedge d x_{j_{1}} \wedge d x_{j_{2}} \wedge \ldots \wedge d x_{j_{\ell}} } \\
= & {\left[(d f) \wedge d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}}\right] \wedge\left[g d x_{j_{1}} \wedge d x_{j_{2}} \wedge \ldots \wedge d x_{j_{\ell}}\right] } \\
& +(-1)^{m}\left[f d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}}\right] \wedge\left[(d g) \wedge d x_{j_{1}} \wedge d x_{j_{2}} \wedge \ldots \wedge d x_{j_{\ell}}\right] \\
& (d \phi) \wedge \theta+(-1)^{m} \phi \wedge(d \theta) .
\end{aligned}
$$

In contrast to the situation for ordinary derivatives of functions, repeated exterior differentiations result in a trivial form.

Theorem 6.1.9 If the differential $m$-form $\phi: U \rightarrow \bigwedge^{m}\left(\mathbb{R}^{N}\right)$ is $C^{k}, k \geq 2$, then $d d \phi=0$ holds.

Proof. For $m=0, \phi$ is a real-valued function, so we have

$$
\begin{aligned}
d d \phi & =\sum_{j \neq i} \sum_{i} \frac{\partial}{\partial x_{j}}\left(\frac{\partial \phi}{\partial x_{i}}\right) d x_{j} \wedge d x_{i} \\
& =\sum_{i<j}\left[\frac{\partial}{\partial x_{i}}\left(\frac{\partial \phi}{\partial x_{j}}\right)-\frac{\partial}{\partial x_{j}}\left(\frac{\partial \phi}{\partial x_{i}}\right)\right] d x_{i} \wedge d x_{j}=0 .
\end{aligned}
$$

For $m \geq 1$ and $\phi=f d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}}$, we have

$$
\begin{aligned}
d d \phi & =\sum_{\substack{j \neq i \\
j \notin\left\{i_{1}, i_{2}, \ldots, i_{m}\right\}}} \sum_{\substack{i \notin\left\{i_{1}, i_{2}, \ldots, i_{m}\right\}}} \frac{\partial}{\partial x_{j}}\left(\frac{\partial f}{\partial x_{i}}\right) d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}} \\
& =\sum_{\substack{i<j \\
i, j \notin\left\{i_{1}, i_{2}, \ldots, i_{m}\right\}}}\left[\frac{\partial}{\partial x_{i}}\left(\frac{\partial f}{\partial x_{j}}\right)-\frac{\partial}{\partial x_{j}}\left(\frac{\partial f}{\partial x_{i}}\right)\right] d x_{i_{1}} \wedge d x_{i_{2}} \wedge \ldots \wedge d x_{i_{m}} \\
& =0 .
\end{aligned}
$$

The result now follows from the linearity of exterior differentiation.

## Definition 6.1.10

(1) An $m$-form $\phi$ is said to be closed if $d \phi=0$.
(2) An $m$-form $\phi$ is said to be exact if there exists an ( $m-1$ )-form $\psi$ such that $d \psi=\phi$.

Remark 6.1.11 Theorem 6.1.9 tells us that every exact form is closed. It is not the case that every closed form is exact. In fact, the distinction between closed forms and exact forms underlies the celebrated theorem of Georges de Rham relating the geometrically defined singular cohomology of a smooth manifold to the cohomology defined by differential forms (see [DeR 31] or Theorem 29A in Chapter IV of [Whn 57]).

### 6.2 Stokes's Theorem

## Motivation

Stokes's ${ }^{1}$ theorem expresses the equality of the integral of a differential form over the boundary of a surface and the integral of the exterior derivative of the form over the surface itself. The simplest instance of this equality is found in the part of the fundamental theorem of calculus that assures us that the difference between the values of a (continuously differentiable) function at the endpoints of an interval is equal to the integral of the derivative of the function over that interval - here the interval plays the role of the surface and the endpoints form the boundary of that surface. In fact, Stokes's theorem can be considered the higher-dimensional generalization of the fundamental theorem of calculus.

## Oriented Rectangular Solids in $\mathbb{R}$

In order to state Stokes's theorem, one needs to define the oriented geometric boundary of an $m$-dimensional surface. In fact, the general definitions are designed so that the proof of Stokes's theorem can reduced to the special case of a nicely bounded region in $\mathbb{R}^{N}$, indeed, to the even more special case of a rectangular solid that has its faces parallel to the coordinate hyperplanes.

[^30]The space $\mathbb{R}^{N}$ itself is oriented by the unit $N$-vector $\mathbf{e}_{1} \wedge \mathbf{e}_{2} \cdots \wedge \mathbf{e}_{N}$. The orientation of a Lebesgue measurable subset of $\mathbb{R}^{N}$ will be induced by the orientation of $\mathbb{R}^{N}$ as described in the next definition.

Definition 6.2.1 Let $U \subseteq \mathbb{R}^{N}$ be $\mathcal{L}^{N}$-measurable, and let $\omega$ be a continuous differential $N$-form defined on $U$.
(1) The integral of $\omega$ over $U$ is defined by setting

$$
\begin{equation*}
\int_{U} \omega=\int_{U}\left\langle\omega(x), \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle d \mathcal{L}^{N}(x) . \tag{6.7}
\end{equation*}
$$

Note that, on the lefthand side of (6.7), $U$ denotes the oriented set, while on the righthand side $U$ denotes the set of points. On the lefthand side of (6.7), $U$ is deemed to have the positive orientation given by the unit $N$-vector $\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}$. One must recognize from the context which meaning of $U$ is being used. In Chapter 7, we will introduce a notation that allows us to explicitly indicate when $U$ is to be considered an oriented set.
(2) If $U$ is to be given the opposite, or negative, orientation, the resulting oriented set will be denoted by $-U$. We define

$$
\begin{equation*}
\int_{-U} \omega=\int_{U}-\left\langle\omega(x), \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle d \mathcal{L}^{N}(x) \tag{6.8}
\end{equation*}
$$

Definition 6.2.1 gives us a broadly applicable definition for an oriented set of top dimension. The matter is much more difficult for lower dimensional sets.

A lower dimensional case that is straightforward is that of a singleton set consisting of the point $p \in \mathbb{R}^{N}$. The point itself will be considered to be positively oriented. A 0 -form is simply a function and the "integral" over $p$ is evaluation at $p$. Traditionally, evaluation at a point is called a Dirac delta function, ${ }^{2}$ so we will use the notation

$$
\boldsymbol{\delta}_{p}(f)=f(p)
$$

for any real-valued function whose domain includes $p$.
The next definition will specify a choice of orientation for an $(N-1)$ dimensional rectangular solid in $\mathbb{R}^{N}$ that is parallel to a coordinate hyperplane.

[^31]Definition 6.2.2 Suppose that $N \geq 2$.
(1) An $(N-1)$-dimensional rectangular solid, parallel to a coordinate hyperplane in $\mathbb{R}^{N}$, is a set of the form

$$
\mathcal{F}=\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{i-1}, b_{i-1}\right] \times\{c\} \times\left[a_{i+1}, b_{i+1}\right] \times \cdots \times\left[a_{N}, b_{N}\right],
$$

where $a_{i}<b_{i}$ for $i=1, \ldots, i-1, i+1, \ldots, N$.
(2) The ( $N-1$ )-dimensional rectangular solid $\mathcal{F} \subseteq \mathbb{R}^{N}$ will be oriented by the $(N-1)$-vector

$$
\widehat{\mathbf{e}}_{i}=\bigwedge_{j \neq i} \mathbf{e}_{j}=\mathbf{e}_{1} \wedge \cdots \wedge \mathbf{e}_{i-1} \wedge \mathbf{e}_{i+1} \wedge \cdots \wedge \mathbf{e}_{N}
$$

(3) Let $\omega$ be a continuous $(N-1)$-form defined on $\mathcal{F}$. The integral of $\omega$ over $\mathcal{F}$ is defined by

$$
\int_{\mathcal{F}} \omega=\int_{\mathcal{F}}\left\langle\omega(x), \widehat{\mathbf{e}}_{i}\right\rangle d \mathcal{H}^{N-1}(x)
$$

Similarly, the integral of $\omega$ over $-\mathcal{F}$ is defined by

$$
\int_{-\mathcal{F}} \omega=\int_{\mathcal{F}}-\left\langle\omega, \widehat{\mathbf{e}}_{i}\right\rangle d \mathcal{H}^{N-1}
$$

Note that $\int_{-\mathcal{F}} \omega=-\int_{\mathcal{F}} \omega$ holds.
(4) For a formal linear combination of $(N-1)$-dimensional rectangular solids as described in (1),

$$
\begin{equation*}
\sum \alpha_{\ell} \mathcal{F}_{\ell} \tag{6.9}
\end{equation*}
$$

we define

$$
\begin{equation*}
\int_{\sum \alpha_{\ell} \mathcal{F}_{\ell}} \omega=\sum \alpha_{\ell} \int_{\mathcal{F}_{\ell}} \omega . \tag{6.10}
\end{equation*}
$$

We can now define the oriented boundary of the rectangular solid in $\mathbb{R}^{N}$ that has its faces parallel to the coordinate hyperplanes.

Definition 6.2.3 Let

$$
\mathcal{R}=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \cdots \times\left[a_{N}, b_{N}\right],
$$

where $a_{i}<b_{i}$, for $i=1,2, \ldots, N$.
(1) If $N \geq 2$, then, for $i=1,2, \ldots, N$, set

$$
\begin{aligned}
\mathcal{R}_{i}^{+} & =\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{i-1}, b_{i-1}\right] \times\left\{b_{i}\right\} \times\left[a_{i+1}, b_{i+1}\right] \times \cdots \times\left[a_{N}, b_{N}\right], \\
\mathcal{R}_{i}^{-} & =\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{i-1}, b_{i-1}\right] \times\left\{a_{i}\right\} \times\left[a_{i+1}, b_{i+1}\right] \times \cdots \times\left[a_{N}, b_{N}\right] .
\end{aligned}
$$

In case $N=1$, set $\mathcal{R}_{1}^{+}=\boldsymbol{\delta}_{b_{1}}$ and $\mathcal{R}_{1}^{-}=\boldsymbol{\delta}_{a_{1}}$.
(2) The oriented boundary of $\mathcal{R}$, denoted by $\partial_{0} \mathcal{R}$ to distinguish it from the topological boundary, is the formal sum

$$
\partial_{0} \mathcal{R}=\left\{\begin{array}{cl}
\boldsymbol{\delta}_{b_{1}}-\boldsymbol{\delta}_{a_{1}} & \text { if } N \geq 1 \\
\sum_{i=1}^{N}(-1)^{i-1}\left(\mathcal{R}_{i}^{+}-\mathcal{R}_{i}^{-}\right) & \text {if } N \geq 2
\end{array}\right.
$$

## Stokes's Theorem on a Rectangular Solid

We now state and prove the basic form of Stokes's theorem.
Theorem 6.2.4 Let

$$
\mathcal{R}=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \cdots \times\left[a_{N}, b_{N}\right]
$$

where $a_{i}<b_{i}$, for $i=1,2, \ldots, N$. If $\phi$ is a $C^{k}, k \geq 1,(N-1)$-form on an open set containing $\mathcal{R}$, then it holds that

$$
\int_{\mathcal{R}} d \phi=\int_{\partial_{0} \mathcal{R}} \phi .
$$

Proof. For $N=1$, the result is simply the fundamental theorem of calculus, so we will suppose that $N \geq 2$.

Write

$$
\phi=\sum_{i=1}^{N} \phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N} .
$$

It suffices to prove that

$$
\begin{array}{rl}
\int_{\mathcal{R}} & d\left(\phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}\right) \\
& =\int_{\partial_{0} \mathcal{R}}\left(\phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}\right)
\end{array}
$$

holds for each $1 \leq i \leq N$.

Fix an $i$ between 1 and $N$. We compute

$$
\begin{aligned}
d\left(\phi_{i}\right. & \left.d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}\right) \\
& =\left(d \phi_{i}\right) d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N} \\
& =\sum_{j=1}^{N} \frac{\partial \phi_{i}}{\partial x_{j}} d x_{j} \wedge d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N} \\
& =\frac{\partial \phi_{i}}{\partial x_{i}} d x_{i} \wedge d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N} \\
& =\frac{\partial \phi_{i}}{\partial x_{i}}(-1)^{i-1} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}
\end{aligned}
$$

so we have

$$
\begin{aligned}
& \int_{\mathcal{R}} d\left(\phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}\right) \\
& \quad=\int_{\mathcal{R}}(-1)^{i-1} \frac{\partial \phi_{i}}{\partial x_{i}}\left\langle d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}, \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \mathbf{e}_{N}\right\rangle d \mathcal{L}^{N} \\
& \quad=(-1)^{i-1} \int_{\mathcal{R}} \frac{\partial \phi_{i}}{\partial x_{i}} d \mathcal{L}^{N}
\end{aligned}
$$

By applying Fubini's theorem to evaluate $\int_{\mathcal{R}}\left(\partial \phi_{i} / \partial x_{i}\right) d \mathcal{L}^{N}$, we obtain

$$
\begin{aligned}
\int_{\mathcal{R}} & \frac{\partial \phi_{i}}{\partial x_{i}} d \mathcal{L}^{N} \\
= & \int_{\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{i-1}, b_{i-1}\right] \times\left[a_{i+1}, b_{i+1}\right] \times \cdots \times\left[a_{N}, b_{N}\right]}\left(\int_{a_{i}}^{b_{i}} \frac{\partial \phi_{i}}{\partial x_{i}} d \mathcal{L}^{1}\left(x_{i}\right)\right) d \mathcal{L}^{N-1} \\
= & \left.\int_{\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{i-1}, b_{i-1}\right] \times\left[a_{i+1}, b_{i+1}\right] \times \cdots \times\left[a_{N}, b_{N}\right]} \phi_{i}\right|_{x_{i}=b_{i}} d \mathcal{L}^{N-1} \\
& -\left.\int_{\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{i-1}, b_{i-1}\right] \times\left[a_{i+1}, b_{i+1}\right] \times \cdots \times\left[a_{N}, b_{N}\right]} \phi_{i}\right|_{x_{i}=a_{i}} d \mathcal{L}^{N-1} \\
= & \int_{\mathcal{R}_{i}^{+}} \phi_{i} d \mathcal{H}^{N-1}-\int_{\mathcal{R}_{i}^{-}} \phi_{i} d \mathcal{H}^{N-1} .
\end{aligned}
$$

We conclude that

$$
\int_{\mathcal{R}} d\left(\phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}\right)
$$

$$
\begin{equation*}
=(-1)^{i-1}\left(\int_{\mathcal{R}_{i}^{+}} \phi_{i} d \mathcal{H}^{N-1}-\int_{\mathcal{R}_{i}^{-}} \phi_{i} d \mathcal{H}^{N-1}\right) \tag{6.11}
\end{equation*}
$$

On the other hand, we compute

$$
\begin{align*}
\int_{\partial_{0} \mathcal{R}} & \phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N} \\
= & \sum_{j=1}^{N}(-1)^{j-1} \int_{\mathcal{R}_{j}^{+}} \phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N} \\
& -\sum_{j=1}^{N}(-1)^{j-1} \int_{\mathcal{R}_{j}^{-}} \phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N} \\
= & \sum_{j=1}^{N}(-1)^{j-1} \int_{\mathcal{R}_{j}^{+}} \phi_{i}\left\langle d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}, \widehat{\mathbf{e}}_{j}\right\rangle d \mathcal{H}^{N-1} \\
& -\sum_{j=1}^{N}(-1)^{j-1} \int_{\mathcal{R}_{j}^{-}} \phi_{i}\left\langle d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}, \widehat{\mathbf{e}}_{j}\right\rangle d \mathcal{H}^{N-1} \\
= & (-1)^{i-1}\left(\int_{\mathcal{R}_{i}^{+}} \phi_{i} d \mathcal{H}^{N-1}-\int_{\mathcal{R}_{i}^{-}} \phi_{i} d \mathcal{H}^{N-1}\right) . \tag{6.12}
\end{align*}
$$

Since (6.11) and (6.12) agree, we have the result.

## The Gauss-Green Theorem

A vector field on an open set $U \subseteq \mathbb{R}^{N}$ is a function $V: U \rightarrow \mathbb{R}^{N}$. The component functions $V_{i}, i=1,2, \ldots, N$, are defined by setting

$$
V_{i}(x)=V(x) \cdot \mathbf{e}_{i},
$$

so we have $V=\sum_{i=1}^{N} V_{i} \mathbf{e}_{i}$. We say $V$ is $C^{k}$ if the component functions are $C^{k}$. The divergence of $V$, denoted $\operatorname{div} V$ is the real-valued function

$$
\operatorname{div} V=\sum_{i=1}^{N} \frac{\partial V_{i}}{\partial x_{i}} .
$$

Given an $(N-1)$-form $\phi$ in $\mathbb{R}^{N}$ we can associate with it a vector field $V$ by the following means: If $\phi$ is written

$$
\phi=\sum_{i=1}^{N} \phi_{i} d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{N}
$$

then set

$$
V=\sum_{i=1}^{N}(-1)^{i-1} \phi_{i} \mathbf{e}_{i} .
$$

Direct calculation shows that

$$
d \phi=(\operatorname{div} V) d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}
$$

holds. One can also verify that

$$
\int_{\partial_{0} \mathcal{R}} \phi=\int_{\partial \mathcal{R}} V \cdot \mathbf{n} d \mathcal{H}^{N-1}
$$

holds, where $\mathbf{n}$ is the outward pointing unit vector orthogonal to the topological boundary $\partial \mathcal{R}$. We call $\mathbf{n}$ the outward unit normal vector.

By converting the statement of Theorem 6.2.4 about integrals of forms into the corresponding statement about vector fields, one obtains the following result, called the Gauss-Green theorem ${ }^{3}$ or the divergence theorem:

Corollary 6.2.5 If $V$ is a $C^{1}$ vector field on an open set containing $\mathcal{R}$, then

$$
\int_{\mathcal{R}} \operatorname{div} V d \mathcal{L}^{N}=\int_{\partial \mathcal{R}} V \cdot \mathbf{n} d \mathcal{H}^{N-1} .
$$

By piecing together rectangular solids and estimating the error at the boundary, one can prove a more general version of Theorem 6.2.4 or of Corollary 6.2 .5 . Thus we have the following result.

Theorem 6.2.6 Let $A \subseteq \mathbb{R}^{N}$ be a bounded open set with $C^{1}$ boundary, and let $\mathbf{n}(x)$ denote the outward unit normal to $\partial A$ at $x$. If $V$ is a $C^{1}$ vector field defined on $\bar{A}$, then

$$
\int_{A} \operatorname{div} V d \mathcal{L}^{N}=\int_{\partial A} V \cdot \mathbf{n} d \mathcal{H}^{N-1}
$$

Theorem 6.2 .6 is by no means the most general result available. The reader should see [Fed 69;4.5.6] for an optimal version of the Gauss-Green theorem.

[^32]
## The Pullback of a Form

Definition 6.2.7 Suppose that $U \subseteq \mathbb{R}^{N}$ is open and $F: U \rightarrow \mathbb{R}^{M}$ is $C^{k}$, $k \geq 1$. Fix a point $p \in U$. If the differential $m$-form $\phi$ is defined at $F(p)$, then the pullback of $\phi$ is the $m$-form, defined at $p$, denoted by $F^{\#} \phi$ and evaluated on $v_{1}, v_{2}, \ldots, v_{m}$ by setting

$$
\begin{equation*}
\left\langle F^{\#} \phi(p), v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m}\right\rangle=\left\langle\phi[F(p)], D_{v_{1}} F \wedge D_{v_{2}} F \wedge \ldots \wedge D_{v_{m}} F\right\rangle \tag{6.13}
\end{equation*}
$$

where we use the notation

$$
D_{v_{i}} F=\left\langle D F, v_{i}\right\rangle,
$$

for $i=1,2, \ldots, m$. In case $m=0,(6.13)$ reduces to $F^{\#} \phi=\phi \circ F$.

The next theorem tells us that the operations of pullback and exterior differentiation commute. This seems like an insignificant observation, but in fact, it is key to generalizing Stokes's theorem, Theorem 6.2.4.

Theorem 6.2.8 Suppose that $U \subseteq \mathbb{R}^{N}$ is open and $F: U \rightarrow \mathbb{R}^{M}$ is $C^{k}$, $k \geq 2$. Fix a point $p \in U$. If the differential $m$-form $\phi$ is defined and $C^{k}$, $k \geq 2$, in a neighborhood of $F(p)$, then

$$
\begin{equation*}
d F^{\#} \phi=F^{\#} d \phi \tag{6.14}
\end{equation*}
$$

holds at $p$.
Proof. First we consider the case $m=0$ in which $F^{\#} \phi=\phi \circ F$. Fix $v \in \mathbb{R}^{N}$. Using the chain-rule and (6.6), we compute

$$
\begin{aligned}
\left\langle d F^{\#} \phi, v\right\rangle & =\langle d[\phi \circ F], v\rangle=\langle D[\phi \circ F], v\rangle \\
& =\langle D \phi[F(p)],\langle D F, v\rangle\rangle=\langle d \phi[F(p)],\langle D F, v\rangle\rangle .
\end{aligned}
$$

The most efficient argument to deal with the case $m \geq 1$ is to first consider a 1-form $\phi$ that can be written as an exterior derivative; that is, $\phi=d \psi$ for a 0 -form $\psi$. Then we have

$$
d\left(F^{\#} \phi\right)=d\left(F^{\#} d \psi\right)=d\left(d F^{\#} \psi\right)=0=F^{\#}(d d \psi)=F^{\#}(d \phi) .
$$

Lemma 6.1.8 allows us to see that the set of forms satisfying (6.14) is closed under addition and exterior multiplication. The general case then follows by addition and exterior multiplication of 0 -forms and exterior derivatives of 0 -forms.

In Appendix A.4, the reader can see an alternative argument that is less elegant, but which reveals the inner workings of interchanging a pullback and an exterior differentiation.

## Stokes's Theorem

Let $\mathcal{R}$ be a rectangular solid in $\mathbb{R}^{N}$. If $U$ is open with $\mathcal{R} \subseteq U \subseteq \mathbb{R}^{N}$ and $F: U \rightarrow \mathbb{R}^{M}$ is one-to-one and $C^{k}, k \geq 1$, then the $F$-image of $\mathcal{R}$ is an $N$-dimensional $C^{k}$ surface parametrized by $F$. We denote this surface by

$$
F_{\#} \mathcal{R} .
$$

This definition extends to formal sums by setting $F_{\#}\left[\sum_{\alpha} \mathcal{R}_{\alpha}\right]=\sum_{\alpha} F_{\#} \mathcal{R}_{\alpha}$.
In Definition 6.1.6, we gave a definition for the integral of a differential form over a surface. The next lemma gives us another way of looking at that definition.

Lemma 6.2.9 If $\omega$ is a continuous $N$-form defined in a neighborhood of $F(\mathcal{R})$, then

$$
\int_{F_{\#} \mathcal{R}} \omega=\int_{\mathcal{R}} F^{\#} \omega .
$$

Proof. By Definition 6.1.6, we have

$$
\int_{F_{\#} \mathcal{R}} \omega=\int_{\mathcal{R}}\left\langle\omega \circ F(t), \frac{\partial F}{\partial t_{1}} \wedge \frac{\partial F}{\partial t_{2}} \wedge \cdots \wedge \frac{\partial F}{\partial t_{N}}\right\rangle d \mathcal{L}^{N}(t) .
$$

Observing that

$$
\frac{\partial F}{\partial t_{i}}=\left\langle D F, \mathbf{e}_{i}\right\rangle
$$

for $i=1,2, \ldots, N$, we see that

$$
\begin{aligned}
\frac{\partial F}{\partial t_{1}} \wedge \frac{\partial F}{\partial t_{2}} \wedge \cdots \wedge \frac{\partial F}{\partial t_{N}} & =\left\langle D F, \mathbf{e}_{1}\right\rangle \wedge\left\langle D F, \mathbf{e}_{2}\right\rangle \wedge \cdots \wedge\left\langle D F, \mathbf{e}_{N}\right\rangle \\
& =\left\langle F^{\#} \omega, \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle
\end{aligned}
$$

and the result follows.
The boundary of a smooth surface is usually defined by referring back to the space of parameters. That is our motivation for the next definition.
Definition 6.2.10 The oriented boundary of $F_{\#} \mathcal{R}$ will be denoted by $\partial_{0} F_{\#} \mathcal{R}$ and is defined by

$$
\partial_{0} F_{\#} \mathcal{R}=\sum_{i=1}^{N}(-1)^{i-1}\left(F_{\#} \mathcal{R}_{i}^{+}-F_{\#} \mathcal{R}_{i}^{-}\right)=F_{\#} \partial_{0} \mathcal{R} .
$$

Some explanation of this definition is called for because $F_{\#} \mathcal{R}_{i}^{+}$and $F_{\#} \mathcal{R}_{i}^{-}$ do not quite fit our earlier discussion. Recall that $\mathcal{R}_{i}^{+}$and $\mathcal{R}_{i}^{-}$lie in planes parallel to the coordinate hyperplanes, so $F$ restricted to either $\mathcal{R}_{i}^{+}$or $\mathcal{R}_{i}^{-}$ can be thought of as a function on $\mathbb{R}^{N-1}$. Note that both $\mathcal{R}_{i}^{+}$and $\mathcal{R}_{i}^{-}$are oriented in a manner consistent with this interpretation.

We are now in a position to state and prove a general version of Stokes's theorem.
Theorem 6.2.11 (Stokes's Theorem) Let $\mathcal{R}$ be a rectangular solid in $\mathbb{R}^{N}$. Suppose that $U$ is open with $\mathcal{R} \subseteq U \subseteq \mathbb{R}^{N}$ and that $F: U \rightarrow \mathbb{R}^{M}$ is one-to-one and $C^{k}, k \geq 1$, with $D F$ of rank $N$ at every point of $U$. If $\omega$ is a $C^{k}, k \geq 2,(N-1)$-form defined on $F(\mathcal{R})$, then

$$
\int_{F_{\#} \mathcal{R}} d \omega=\int_{\partial_{0} F_{\#} \mathcal{R}} \omega .
$$

Proof. We compute

$$
\begin{aligned}
\int_{F_{\#} \mathcal{R}} d \omega & =\int_{\mathcal{R}} F^{\#}(d \omega)=\int_{\mathcal{R}} d\left(F^{\#} \omega\right) \\
& =\int_{\partial_{0} \mathcal{R}} F^{\#} \omega=\int_{F_{\#} \partial_{0} \mathcal{R}} \omega=\int_{\partial_{0} F_{\#} \mathcal{R}} \omega .
\end{aligned}
$$

Notice that, while the other equalities in the in the proof of the theorem are true by definition, the second equality requires the interchange of the pullback and the exterior derivative (Theorem 6.2.8) and the third equality is the basic version of Stokes's theorem (Theorem 6.2.4).

As was true for the earlier version of Stokes's theorem (Theorem 6.2.4) and for the Gauss-Green theorem (Corollary 6.2.5), a more general version of Theorem 6.2.11 may be obtained by piecing together patches of surface. Since the theory of currents gives a still more general expression to Stokes's theorem, we will defer further discussion of Stokes's theorem until we have introduced the language of currents.

## Chapter 7

## Introduction to Currents

In the traditional setup (see our Chapter 6), a differential form is a smooth function that assigns to each point of space a covector. For the purposes of integration on smooth surfaces, de Rham cohomology, ${ }^{1}$ and other standard applications of geometric analysis, differential forms with smooth coefficients are the perfect device. But, for applications in geometric measure theory and certain areas of partial differential equations, something more general is needed. In particular, differential forms in the raw (as just described) are not convenient for limit processes. Thus was born the theory of currents. The earliest provenance of currents occurs in [Sch 51] and [deR 55]; but the theory only came into its own in [FF 60] and later works. See [Fed 69] for a complete bibliography as of that writing.

Intuitively, a current is a differential form with coefficients which are distributions. [The rigorous definition of current is a bit more technical; this intuitive definition will suffice for our introductory remarks.] It will turn out, for example, that integration over a rectifiable set, with suitable orientation, can be thought of as a current. However, it cannot be thought of as a traditional differential form.

The main advantage of the space of currents is that it possesses useful compactness properties. Just as it is useful to extend the domain of an elliptic differential operator to $L^{2}$, with the definition of differentiation taken in the distribution sense, so that the operator becomes closed, so it is useful to study the Plateau problem, and questions of minimal surface theory, and a variety of variational problems, in the context of currents. For it turns

[^33]out that a collection of currents that is bounded in a rather weak sense will have a convergent subsequence or sub-net. Frequently, the limit of that sequence or net will be the solution of the variational problem that we seek. It generally requires considerable extra effort to verify in practice that that limiting current can actually be represented by integration over a regular surface; but it can be done. This has become the standard approach to a variety of extremal problems in geometric measure theory.

Currents may also be used to construct representation theorems for measures and other linear operators of geometric analysis, to produce approximation theorems, to solve partial differential equations, and to prove isoperimetric inequalities. They have become a fundamental device of geometric analysis.

Our purpose in the present chapter is to give a rigorous but very basic introduction to the theory of currents and to indicate some of their applications. Our exposition in this chapter owes a debt to [Fed 69], [Sim 83], and [Whn 57]. For further reading, we recommend [Fed 69], [FF 60], [LY 02], and [Mat 95]. Some modern treatments of currents may also be found in [Blo 98], [Kli 91], [Lel 69], [LG 86].

### 7.1 A Few Words about Distributions

The theory of currents is built on the framework of distributions. We will quickly cover those portions of distribution theory for which we have immediate use. For the reader familiar with the basic theory of distributions, the main purpose will be to fix some notation. The reader who wishes to pursue some background reading should see [Hor 69], [Kra 92b], [Tre 80].

Fix $M, N \in \mathbb{N}$. Let $U \subseteq \mathbb{R}^{N}$ and let $V$ be an $M$-dimensional vector space. By choosing a basis, we can identify $V$ with $\mathbb{R}^{M}$ and thus apply all the usual constructions of calculus. We let $\mathcal{E}(U, V)$ denote the $C^{\infty}$ mappings of $U$ into $V$. Now, as is customary in the theory of distributions, we define a family of seminorms. If $i \in \mathbb{Z}, i \geq 0$, and $K \subseteq U$ is compact then we let, for $\phi \in \mathcal{E}(U, V)$,

$$
\nu_{K}^{i}(\phi)=\sup \left\{\left\|D^{j} \phi(x)\right\|: 0 \leq j \leq i \text { and } x \in K\right\} .
$$

Here $D^{j}$ is, of course, the $j$ th differential and $\left\|D^{j} \phi(x)\right\|$ is its operator norm (see Definition 1.1.3). Equivalently, one could use the seminorms $\widetilde{\nu}_{K}^{i}$ defined
by taking the supremum over $K$ of the partial derivatives up to and including order $i$ of all $M$ component functions.

The family of all the seminorms $\nu_{K}^{i}$ induces a locally convex, translationinvariant Hausdorff topology on $\mathcal{E}(U, V)$. A subbasis for the topology consists of sets of the form

$$
\mathcal{O}(\psi, i, K, r)=\left\{\phi \in \mathcal{E}(U, V): \nu_{K}^{i}(\phi-\psi)<r\right\}
$$

for $\psi \in \mathcal{E}(U, V)$ fixed and $r>0$. Then $\mathcal{E}(U, V)$ is a topological vector space.
We define $\mathcal{E}^{\prime}(U, V)$ to be the set of all continuous, real-valued linear functionals on $\mathcal{E}(U, V)$. We endow $\mathcal{E}^{\prime}(U, V)$ with the weak topology generated by the subbasis consisting of sets of the form

$$
\left\{T \in \mathcal{E}^{\prime}(U, V): a<T(\phi)<b\right\}
$$

for $\phi \in \mathcal{E}(U, V)$ and $a<b \in \mathbb{R}$. This topology is also referred to as the weak-* topology.

Now, for $\phi \in \mathcal{E}(U, V)$, recall that $\operatorname{supp} \phi$, the support of $\phi$, is defined by

$$
\begin{aligned}
& \operatorname{supp} \phi= \\
& \quad U \backslash \bigcup\{W: W \text { is open, } \phi(x)=0 \text { whenever } x \in W\} .
\end{aligned}
$$

For $T \in \mathcal{E}^{\prime}(U, V)$, we define
$\operatorname{supp} T=$
$U \backslash \bigcup\{W: W$ is open, $T(\phi)=0$ whenever $\phi \in \mathcal{E}(U, V), \operatorname{supp} \phi \subseteq W\}$.
This is the support of $T$. Then each element of $\mathcal{E}^{\prime}(U, V)$ is compactly supported just because, given $T \in \mathcal{E}^{\prime}(U, V)$, there exist $0<M<\infty, i \in \mathbb{Z}^{+}$, and $K \subset \subset \mathbb{R}^{N}$ such that

$$
|T(\phi)| \leq M \cdot \nu_{K}^{i}(\phi)
$$

holds, for all $\phi \in \mathcal{E}(U, V),{ }^{2}$ and this inequality implies supp $T \subseteq K$. In conclusion, we see that $\mathcal{E}^{\prime}(U, V)$ is the union of its closed subsets

$$
\mathcal{E}_{K}^{\prime}(U, V) \equiv\left\{T \in \mathcal{E}^{\prime}(U, V): \operatorname{supp} T \subseteq K\right\}
$$

[^34]corresponding to all compact subsets $K$ of $U$. In fact one may see (and this is important in practice) that all the members of any convergent sequence in $\mathcal{E}^{\prime}(U, V)$ belong to some single set $\mathcal{E}_{K}^{\prime}(U, V)$.

For each compact $K \subseteq U$ we let

$$
\mathcal{D}_{K}(U, V)=\{\phi \in \mathcal{E}(U, V): \operatorname{supp} \phi \subseteq K\}
$$

We notice that $\mathcal{D}_{K}(U, V)$ is closed in $\mathcal{E}(U, V)$. Now we define the vector space

$$
\mathcal{D}(U, V)=\bigcup\left\{\mathcal{D}_{K}(U, V): K \text { is a compact subset of } U\right\} .
$$

We endow $\mathcal{D}(U, V)$ with the largest topology such that the inclusion maps $\mathcal{D}_{K}(U, V) \hookrightarrow \mathcal{D}(U, V)$ are all continuous. It follows that a subset $W$ of $\mathcal{D}(U, V)$ is open if and only if $W \cap \mathcal{D}_{K}(U, V)$ belongs to the relative topology of $\mathcal{D}_{K}(U, V)$ in $\mathcal{E}(U, V)$. Thus the inclusion map $\mathcal{D}(U, V) \hookrightarrow \mathcal{E}(U, V)$ is continuous. This map is not a homeomorphism unless $U=\emptyset$ or $M=0$. But it should be noted that the topologies of $\mathcal{E}(U, V)$ and $\mathcal{D}(U, V)$ induce the same relative topology on each $\mathcal{D}_{K}(U, V)$.

Now we define the dual space $\mathcal{D}^{\prime}(U, V)$ to be the vector space of all continuous, real-valued linear functionals on $\mathcal{D}(U, V)$. We endow $\mathcal{D}^{\prime}(U, V)$ with the weak topology generated by the sets

$$
\left\{T \in \mathcal{D}^{\prime}(U, V): a<T(\phi)<b\right\}
$$

corresponding to $\phi \in \mathcal{D}(U, V)$ and $a<b \in \mathbb{R}$. Again, this topology is sometimes referred to as the weak-* topology.

Each member of $\mathcal{D}(U, V)$ has compact support. However, the support of a member of $\mathcal{D}^{\prime}(U, V)$ need not be compact. For example, if $U=V=\mathbb{R}$ and $\boldsymbol{\delta}_{p}$ is the Dirac delta mass at $p$ [i.e., the functional defined by $\boldsymbol{\delta}_{p}(\phi)=\phi(p)$ ] then

$$
\eta \equiv \sum_{j=1}^{\infty} 2^{-j} \boldsymbol{\delta}_{j}
$$

is an element of $\mathcal{D}^{\prime}(U, V)$ which certainly does not have compact support. In point of fact a real-valued linear functional $T$ on $\mathcal{D}(U, V)$ belongs to $\mathcal{D}^{\prime}(U, V)$ if and only if, for each compact subset $K \subseteq U$, there are nonnegative integers $i$ and $M$ such that

$$
T(\phi) \leq M \cdot \nu_{K}^{i}(\phi) \text { whenever } \phi \in \mathcal{D}_{K}(U, V) .
$$

An element of $\mathcal{D}^{\prime}(U, V)$ is called a distribution in $U$ with values in $V$. Since $\mathcal{D}(U, V) \subseteq \mathcal{E}(U, V)$, it follows that $\mathcal{E}^{\prime}(U, V) \subseteq \mathcal{D}^{\prime}(U, V)$. We sometimes refer to the elements of $\mathcal{E}^{\prime}(U, V)$ as the compactly supported distributions.

In case $U=V=\mathbb{R}$, we see that any $L^{1}$ function $f$ defines a distribution $T_{f} \in \mathcal{D}^{\prime}(\mathbb{R}, \mathbb{R})$ by setting

$$
T_{f}(\phi)=\int_{-\infty}^{\infty} f(t) \phi(t) d \mathcal{L}^{1}(t)
$$

for each $\phi \in \mathcal{D}(\mathbb{R}, \mathbb{R})$. If $f$ is continuously differentiable, then integration by parts gives us

$$
T_{f^{\prime}}(\phi)=\int_{-\infty}^{\infty} f^{\prime}(t) \phi(t) d \mathcal{L}^{1}(t)=-\int_{-\infty}^{\infty} f(t) \phi^{\prime}(t) d \mathcal{L}^{1}(t)=-T_{f}\left(\phi^{\prime}\right)
$$

This last equation motivates the general definition for differentiation of distributions.

Definition 7.1.1 For $T \in \mathcal{D}^{\prime}(U, V)$, the partial derivative of $T$ with respect to the $i$ th variable, $1 \leq i \leq N$, is the element $D_{x_{i}} T$ of $\mathcal{D}^{\prime}(U, V)$ defined by setting

$$
\left(D_{x_{i}} T\right)(\phi)=-T\left(\partial \phi / \partial x_{i}\right) .
$$

A similar definition is applicable to the currents with compact support.
We use the notation $D_{x_{i}} T$ (instead of $\partial T / \partial x_{i}$ ) for the partial derivative of the distribution $T$ to avert possible confusion later with the boundary operator on currents.

The distributions in $\mathcal{D}^{\prime}(U, \mathbb{R})$ are sometimes called generalized functions. The next result generalizes the fact that if the derivative of a function vanishes, then the function is constant.

Proposition 7.1.2 If $T \in \mathcal{D}^{\prime}(\mathbb{R}, \mathbb{R})$ and $D_{x} T=0$, i.e., $T\left(\phi^{\prime}\right)=0$, for all $\phi \in \mathcal{D}(\mathbb{R}, \mathbb{R})$, then there is $c \in \mathbb{R}$ such that $T=c$, i.e., $T(\phi)=c \int_{\mathbb{R}} \phi d \mathcal{L}^{1}$, for all $\phi \in \mathcal{D}(\mathbb{R}, \mathbb{R})$.

Proof. Fix $\psi \in \mathcal{D}(\mathbb{R}, \mathbb{R})$ with $\int_{\mathbb{R}} \psi d \mathcal{L}^{1} \neq 0$. Given $\phi \in \mathcal{D}(\mathbb{R}, \mathbb{R})$, set

$$
f(t)=\int_{-\infty}^{t}[\phi(t)+q \psi(\tau)] d \mathcal{L}^{1}(\tau) \text { where } q=-\int_{\mathbb{R}} \phi d \mathcal{L}^{1} / \int_{\mathbb{R}} \psi d \mathcal{L}^{1}
$$

Then $f \in \mathcal{D}(\mathbb{R}, \mathbb{R})$ and $f^{\prime}=\phi+q \psi$. Thus we have

$$
0=-D_{x} T(f)=T\left(f^{\prime}\right)=T(\phi)+q T(\psi)
$$

and we see that the result holds with

$$
c=\left(T(\psi) / \int_{\mathbb{R}} \psi d \mathcal{L}^{1}\right)
$$

Proposition 7.1.2 is the simplest case of a more general result that tells us that if all the partial derivatives of a distribution on $\mathbb{R}^{N}$ vanish, then the distribution is just a constant. Another form of that theorem in the context of currents is called the constancy theorem and that result will be particularly important to us later. We treat it in detail below.

### 7.2 The Definition of a Current

With notation as in the last section, we define

$$
\begin{array}{ll}
\mathcal{E}^{M}(U)=\mathcal{E}\left(U, \wedge^{M} \mathbb{R}^{N}\right), & \mathcal{E}_{M}(U)=\mathcal{E}^{\prime}\left(U, \wedge^{M} \mathbb{R}^{N}\right) \\
\mathcal{D}^{M}(U)=\mathcal{D}\left(U, \wedge^{M} \mathbb{R}^{N}\right), & \mathcal{D}_{M}(U)=\mathcal{D}^{\prime}\left(U, \wedge^{M} \mathbb{R}^{N}\right)
\end{array}
$$

Thus, in brief, $\mathcal{E}^{M}(U)$ is the space of differential forms on $U$ with degree $M$ and having $C^{\infty}$ coefficients. Also $\mathcal{D}^{M}(U)$ is the subspace of $\mathcal{E}^{M}(U)$ having coefficients of compact support in $U$. The members of $\mathcal{D}_{M}(U)$ are called the $M$-dimensional currents on $U$, and the image of $\mathcal{E}_{M}(U)$ in $\mathcal{D}_{M}(U)$ consists of all $M$-dimensional currents with compact support in $U$. To summarize, we have $\mathcal{D}^{M}(U) \subseteq \mathcal{E}^{M}(U)$ and $\mathcal{E}_{M}(U) \subseteq \mathcal{D}_{M}(U)$.

A simple example of an $M$-dimensional current on $U$ is provided by considering an $\mathcal{L}^{N}$-measurable function $\xi: U \rightarrow \wedge_{M}\left(\mathbb{R}^{N}\right)$ with the property that its operator norm $|\xi|$ has finite integral over $U$, i.e., $|\xi| \in L^{1}(U)$. Then define $T \in \mathcal{D}^{M}(U)$ by setting

$$
T(\phi)=\int_{U}\langle\phi(x), \xi(x)\rangle d \mathcal{L}^{N}(x)
$$

for each $\phi \in \mathcal{D}^{M}(U)$. Certainly this example can be generalized by considering measures $\mu$ different from $\mathcal{L}^{N}$. The function $\xi$ will then need to be $\mu$ measurable and satisfy $\int_{U}|\xi| d \mu<\infty$ or, to generalize further, $\int_{K}|\xi| d \mu<\infty$
for each compact $K \subseteq U$. As will become clear, such examples in $\mathcal{D}_{M}(U)$ are particularly useful when the measure $\mu$ is concentrated on a set of dimension $M$.

Now we define some operations on currents which are dual to those on differential forms. Those who know some algebraic topology will recognize some of the classical cohomology operations lurking in the background (see [BT 82] or [Spa 66]).

Let $T \in \mathcal{D}_{M}(U)$. If $\phi \in \mathcal{E}^{k}(U)$ and $k \leq M$ then we define

$$
T \mathrm{~L} \phi \in \mathcal{D}_{M-k}(U)
$$

according to the identity

$$
(T \mathrm{~L} \phi)(\psi) \equiv T(\phi \wedge \psi) \quad \text { for all } \psi \in \mathcal{D}^{M-k}(U)
$$

Now let $\xi$ be a $p$-vector field with $C^{\infty}$ coefficients on $U$ (that is, a smooth map into $\Lambda_{p} \mathbb{R}^{N}$ ). We let

$$
T \wedge \xi \in \mathcal{D}_{M+p}(U)
$$

be specified by the identity

$$
(T \wedge \xi)(\psi) \equiv T(\xi\rfloor \psi) \quad \text { for all } \psi \in \mathcal{D}^{M+p}(U)
$$

where $\xi\rfloor \psi$ is the interior product characterized by $\langle\xi\rfloor \psi, \alpha\rangle=\langle\psi, \alpha \wedge \xi\rangle$ for $\alpha \in \wedge_{M} \mathbb{R}^{N}$. (This last definition is consistent with [Fed 69; 1.5] despite the fact that, in the dual pairing $\langle\cdot, \cdot\rangle$, we are placing $M$-covectors on the left and $M$-vectors on the right.)

Since the interior product used above may not be familiar, we will say a little more about it here. Suppose that

$$
1 \leq i_{1}<\cdots<i_{p} \leq N \text { and } 1 \leq j_{1}<\cdots<j_{M+p} \leq N .
$$

If $\left\{i_{1}, \ldots, i_{p}\right\} \nsubseteq\left\{j_{1}, \ldots, j_{M+p}\right\}$, then

$$
\left(\mathbf{e}_{i_{1}} \wedge \cdots \wedge \mathbf{e}_{i_{p}}\right) \downharpoonleft\left(d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M+p}}\right)=0
$$

On the other hand, if $\left\{i_{1}, \ldots, i_{p}\right\} \subseteq\left\{j_{1}, \ldots, j_{M+p}\right\}$, then we write

$$
\left\{k_{1}, \ldots, k_{M}\right\}=\left\{j_{1}, \ldots, j_{M+p}\right\} \backslash\left\{i_{1}, \ldots, i_{p}\right\}
$$

where $1 \leq k_{1}<\cdots<k_{M} \leq N$. In this case, we have

$$
\left.\left(\mathbf{e}_{i_{1}} \wedge \cdots \wedge \mathbf{e}_{i_{p}}\right)\right\lrcorner\left(d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M+p}}\right)=\sigma d x_{k_{1}} \wedge \cdots \wedge d x_{k_{M}}
$$

where $\sigma \in\{-1,+1\}$ is the sign of the permutation

$$
\left(j_{1}, \ldots, j_{M+p}\right) \longmapsto\left(k_{1}, \ldots, k_{M}, i_{1}, \ldots, i_{p}\right) .
$$

In practice, it is often not necessary to require that $\phi$ and $\xi$ have $C^{\infty}$ coefficients. It is only necessary to be able to make sense of the expressions that we use. Thus, in the special case that $T$ is given by an integral, then we only need require that $\phi$ and $\xi$ be measurable and that their norms have finite integral over every compact set in $U$. In particular, we may let

$$
T \mathrm{~L} A=T \mathrm{~L} \chi_{A} \in \mathcal{E}_{M}(U)
$$

for each set $A$ that is measurable with respect to the measure used to define $T$.

One of the features that makes currents important is that there is an associated homology theory. For this we need a boundary operator. If $M \geq 1$ and $T \in \mathcal{D}_{M}(U)$, then we let the boundary of $T$

$$
\partial T \in \mathcal{D}_{M-1}(U)
$$

be defined by setting

$$
\begin{equation*}
(\partial T)(\psi)=T(d \psi) \tag{7.1}
\end{equation*}
$$

whenever $\psi \in \mathcal{D}^{M-1}(U)$. This definition is motivated by and consistent with Stokes's theorem as we will see later. It is also convenient to define $\partial T=0$ for $T \in \mathcal{D}_{0}(U)$.

The reader should keep in mind that, for a current $T \in \mathcal{D}_{M}(U)$, there is a significant distinction between the boundary of the current, $\partial T \in \mathcal{D}_{M-1}(U)$, defined in (7.1) and a partial derivative of the current, $D_{x_{\ell}} T \in \mathcal{D}_{M}(U)$, $1 \leq \ell \leq N$. Definition 7.1.1 tells us that, for any $C^{\infty}$ real-valued function with compact support in $U$ and any choice of $1 \leq j_{1}<\cdots<j_{M} \leq N$,

$$
D_{x_{\ell}} T\left(\phi d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M}}\right)=-T\left[\left(D_{x_{\ell}} \phi\right) d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M}}\right]
$$

holds, where

$$
D_{x_{\ell}} \phi=\frac{\partial \phi}{\partial x_{\ell}}
$$

is the ordinary partial derivative of the real-valued function $\phi$.
If we assume that $\phi, \xi$ have $C^{\infty}$ coefficients on $U$, with $\phi$ a form of degree $k$ and $\xi$ a $p$-vector field, then we have the identities (which the reader may easily verify for himself):

- $\partial(\partial T)=0 \quad$ if $\quad \operatorname{dim} T \geq 2$;
- $(\partial T) \mathbf{L} \phi=T \mathbf{L} d \phi+(-1)^{k} \partial(T \mathbf{L} \phi) ;$
- $\partial T=-\sum_{j=1}^{N}\left(D_{x_{j}} T\right) \mathrm{L} d x_{j} \quad$ if $\operatorname{dim} T \geq 1 ;$
- $T=\sum_{1 \leq j_{1}<\cdots<j_{M} \leq N}\left[T \mathrm{~L} d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M}}\right] \wedge \mathbf{e}_{j_{1}} \wedge \cdots \wedge \mathbf{e}_{j_{M}}$;
- $D_{x_{j}}(T \mathrm{~L} \phi)=\left(D_{x_{j}} T\right) \mathrm{L} \phi+T \mathrm{~L}\left(\partial \phi / \partial x_{j}\right)$;
- $D_{x_{j}}(T \wedge \xi)=\left(D_{x_{j}} T\right) \wedge \xi+T \wedge\left(\partial \xi / \partial x_{j}\right)$;
- $(T \wedge \xi) \mathrm{L} \phi=T \wedge(\xi\llcorner\phi) \quad$ if $\operatorname{dim} T=0$ and $k \leq p ;$
- $\partial(T \wedge \xi)=-T \wedge \operatorname{div} \xi-\sum_{j=1}^{N}\left(D_{x_{j}} T\right) \wedge\left(\xi \mathrm{L} d x_{j}\right) \quad$ if $\operatorname{dim} T=0 \leq p$.

In the above, the partial derivatives $\partial \phi / \partial x_{j}$ of the form $\phi$ and $\partial \xi / \partial x_{j}$ of the vector field $\xi$ are obtained by differentiating the coefficient functions.

## Currents Representable by Integration

If $U \subseteq \mathbb{R}^{N}$ is an open set and $\mu$ is a Radon measure on $U$ (see Definition 1.2.11), then the functional

$$
\varphi \longmapsto \int_{U} \varphi d \mu
$$

is positive (i.e., $\int_{U} \varphi d \mu \geq 0$ whenever $\varphi \geq 0$ ), $\mathbb{R}$-linear, and continuous on on the space of compactly supported continuous functions on $U$. The topology on the compactly supported continuous functions can be characterized by by defining $\varphi_{0}$ to be the limit of the sequence $\left\{\varphi_{j}\right\}$ if and only if $\varphi_{j} \rightarrow \varphi_{0}$ uniformly and, in addition, $\bigcup_{j} \operatorname{supp} \varphi_{j}$ is a compact subset of $U$.


Figure 7.1: A current representable by integration.
The Riesz representation theorem tells us that every positive, $\mathbb{R}$-linear, continuous functional on the space of compactly supported continuous functions arises in this way. Similarly, each $\mathbb{R}$-linear, continuous functional $T$ on the space of compactly supported continuous functions gives rise to a pair of mutually singular Radon measures $\mu_{1}$ and $\mu_{2}$ such that

$$
T(\varphi)=\int_{U} \varphi d \mu_{1}-\int_{U} \varphi d \mu_{2}
$$

For our purposes, it is more convenient to form the total variation measure $\mu=\mu_{1}+\mu_{2}$, define a Borel function $f$ that equals +1 at $\mu_{1}$-almost every point and equals -1 at $\mu_{2}$-almost every point, and write

$$
\begin{equation*}
T(\varphi)=\int_{U} f \varphi d \mu \tag{7.2}
\end{equation*}
$$

(see Figure 7.1).
We would like to know which 0 -dimensional currents $T \in \mathcal{D}^{\prime}(U, \mathbb{R})$ can be represented by integrals of Radon measures. Not every 0-dimensional current can be so written (consider for instance derivatives of the Dirac delta $\boldsymbol{\delta}_{p}$ ). The characterizing property is that for each open $W \subset \subset U$ there exists an $M<\infty$ such that

$$
\begin{equation*}
|T(\phi)| \leq M \sup \{|\phi(x)|: x \in U\} \tag{7.3}
\end{equation*}
$$

holds for all $\phi \in \mathcal{D}(U, \mathbb{R})$. In fact, when (7.3) holds, $T$ extends to all compactly supported continuous functions on $U$ to define an $\mathbb{R}$-linear, continuous functional.

Now suppose $T \in \mathcal{D}_{M}(U)$. We define the mass of $T$ on the open set $U$ by

$$
\mathbf{M}(T)=\sup _{\substack{|\omega| \leq 1 \\ \omega \in \mathcal{D}^{M}(U)}} T(\omega)
$$

If $W \subseteq U$ is an open subset then we have the refined notion of mass given by

$$
\mathbf{M}_{W}(T)=\sup _{\substack{|\omega| \leq 1, \omega \in \mathcal{D} M \\ \text { spt } \omega \subseteq W}} T(\omega)
$$

Notice that if $\mathbf{M}_{W}(T)<\infty$ for all open $W \subset \subset U$, then, for each sequence $1 \leq j_{1}<j_{2}<\cdots<j_{M} \leq N$, the 0-dimensional current

$$
T \mathrm{~L}\left(d x_{j_{1}} \wedge d x_{j_{2}} \wedge \cdots \wedge d x_{j_{M}}\right)
$$

satisfies the condition (7.3) and thus defines a total variation measure $\mu_{j_{1}, \ldots, j_{M}}$ and function $f_{j_{1}, \ldots, j_{M}}$ as in (7.2). Using the identity

$$
T=\sum_{1 \leq j_{1}<\cdots<j_{M} \leq N}\left[T \mathrm{~L} d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M}}\right] \wedge \mathbf{e}_{j_{1}} \wedge \cdots \wedge \mathbf{e}_{j_{M}},
$$

we see that we can add together the total variation measures $\mu_{j_{1}, \ldots, j_{M}}$ and functions $f_{j_{1}, \ldots, j_{M}} \mathbf{e}_{j_{1}} \wedge \cdots \wedge \mathbf{e}_{j_{M}}$ and normalize the resulting function to obtain a Radon measure $\mu_{T}$ on $U$ and a $\mu_{T}$-measurable orientation function $\vec{T}$ with values in $\Lambda_{M}\left(\mathbb{R}^{N}\right)$ such that $|\vec{T}|=1 \mu_{T}$-almost everywhere and

$$
\begin{equation*}
T(\omega)=\int_{U}\langle\omega(x), \stackrel{\rightharpoonup}{T}(x)\rangle d \mu_{T}(x) . \tag{7.4}
\end{equation*}
$$

The measure $\mu_{T}$ —which we call the total variation measure associated with $T$-is characterized by the identity

$$
\mu_{T}(W)=\sup _{\substack{|\omega|=1, \omega \in \mathcal{D} M(U) \\ \text { spt } \omega \subseteq W}} T(\omega),
$$

and this last equals $\mathbf{M}_{W}(T)$ for any open $W \subseteq U$. We have in particular that $\mu_{T}(U)=\mathbf{M}(T)$.

The total variation measure $\mu_{T}$ will also be denoted by $\|T\|$. The alternative notation $\|T\|$ is the only one used in [Fed 69].

If $E$ is a $\mu_{T}$-measurable set and $\mu_{T}\left(\mathbb{R}^{N} \backslash E\right)=0$, then we have $T=T L E$ and we say that $T$ is carried by $E$. Certainly $T$ is carried by $\operatorname{spt} T$, but since spt $T$ is by definition a closed set, $T$ can be carried on a much smaller set than $\operatorname{spt} T$.

It is worth noting that mass $\mathbf{M}$ is lower semicontinuous in the sense that if $T_{j} \rightarrow T$ in $U$ in the topology of weak convergence then

$$
\begin{equation*}
\mathbf{M}_{W}(T) \leq \liminf _{j \rightarrow \infty} \mathbf{M}_{W}\left(T_{j}\right) \quad \text { for all open } W \subset U \tag{7.5}
\end{equation*}
$$

## Currents Associated to Oriented Submanifolds

A particularly important type of current representable by integration is that associated with an oriented submanifold of $\mathbb{R}^{N}$. Suppose that $S$ is a $C^{1}$ oriented $M$-dimensional submanifold. By saying that $S$ is oriented we mean that at each point $x \in S$ there is an set of $M$ orthonormal tangent vectors $\xi_{1}(x), \xi_{2}(x), \ldots, \xi_{M}(x)$ such that

$$
\vec{S}(x)=\xi_{1}(x) \wedge \xi_{2}(x) \wedge \cdots \wedge \xi_{M}(x)
$$

defines a continuous function $\vec{S}: S \rightarrow \wedge_{M}\left(\mathbb{R}^{N}\right)$. We define the current $\llbracket S \rrbracket \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ by setting

$$
\llbracket S \mathbf{\}(\omega)=\int_{S}\langle\omega, \vec{S}\rangle d \mathcal{H}^{M}
$$

As a special case of this definition, we can take $S$ to be a Lebesgue measurable subset of $\mathbb{R}^{N}$ and define

$$
\begin{equation*}
\llbracket S \rrbracket(\omega)=\int_{S}\left\langle\omega, \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle d \mathcal{L}^{N} \tag{7.6}
\end{equation*}
$$

for $\omega \in \mathcal{D}^{N}\left(\mathbb{R}^{N}\right)$.
In case $S$ is an oriented submanifold with oriented boundary, the classical Stokes's theorem tells us that

$$
\begin{equation*}
\llbracket S \rrbracket(d \omega)=\llbracket \partial_{0} S \rrbracket(\omega), \tag{7.7}
\end{equation*}
$$

where $\partial_{0} S$ is the oriented boundary of $S$ (see Definition 6.2.10 and Theorem 6.2.11). By the definition of the boundary of a current we have

$$
\begin{equation*}
\llbracket S \rrbracket(d \omega)=(\partial \llbracket S \rrbracket)(\omega) \tag{7.8}
\end{equation*}
$$

Equations (7.7) and (7.8) show that the definition of the boundary of a current is consistent with the classical definition of the oriented boundary.

We also observe that

$$
\mathbf{M}(\llbracket S \rrbracket)=\mathcal{H}^{M}(S)
$$

which shows that the mass generalizes the area of a submanifold.
In case $M=N-1$, one can identify ${ }^{3} \vec{S}$ with a unit vector normal to $S$. Figure 7.2 uses this identification to illustrate a current associated with a 2 -dimensional submanifold of $\mathbb{R}^{3}$.

[^35]

Figure 7.2: A current associated with a 2-dimensional submanifold.

### 7.3 Constructions Using Currents and the Constancy Theorem

We can think of $\mathcal{L}^{N}$ as the 0 -dimensional current that gives the value $\int_{U} \phi d \mathcal{L}^{N}$ when applied to $\phi \in \mathcal{D}^{0}\left(\mathbb{R}^{N}\right)$. If $\xi$ is an $M$-vector field with $\mathcal{L}^{N}$-measurable coefficients, and satisfying

$$
\int_{K}\|\xi\| d \mathcal{L}^{N}<\infty
$$

for each compact subset $K \subseteq \mathbb{R}^{N}$, then there is a corresponding current $\mathcal{L}^{N} \wedge \xi \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ given by

$$
\left(\mathcal{L}^{N} \wedge \xi\right)(\psi)=\int\langle\psi, \xi\rangle d \mathcal{L}^{N} \quad \text { for } \psi \in \mathcal{D}^{M}\left(\mathbb{R}^{N}\right)
$$

Recalling the definitions in last section, we see that for $\phi \in \mathcal{E}^{k}(U)$, with $k \leq M,\left(\mathcal{L}^{N} \wedge \xi\right) L \phi \in \mathcal{D}_{M-k}(U)$ is given by

$$
\left[\left(\mathcal{L}^{N} \wedge \xi\right) L \phi\right](\psi)=\int\langle\phi \wedge \psi, \xi\rangle d \mathcal{L}^{N}
$$

for $\psi \in \mathcal{D}^{M-k}\left(\mathbb{R}^{N}\right)$. We can also write this as $\left(\mathcal{L}^{N} \wedge \xi\right) \mathrm{L} \phi=\mathcal{L}^{N} \wedge(\xi \mathrm{~L} \phi)$ where we define the interior product $\xi \mathrm{L} \phi$ by requiring that $\langle\psi, \xi \mathrm{L} \phi\rangle=\langle\phi \wedge \psi, \xi\rangle$.

As we did for the interior product defined in the preceding section, we can examine the effect of the interior product $\xi \mathrm{L} \phi$ on the basis vectors for
$\wedge_{M}\left(\mathbb{R}^{N}\right)$ and $\bigwedge^{M-k}\left(\mathbb{R}^{N}\right)$. Suppose that

$$
1 \leq i_{1}<\cdots<i_{M} \leq N \text { and } 1 \leq j_{1}<\cdots<j_{M-k} \leq N .
$$

If $\left\{i_{1}, \ldots, i_{M}\right\} \nsupseteq\left\{j_{1}, \ldots, j_{M-k}\right\}$, then

$$
\left(\mathbf{e}_{i_{1}} \wedge \cdots \wedge \mathbf{e}_{i_{M}}\right) \mathrm{L}\left(d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M-k}}\right)=0
$$

On the other hand, if $\left\{i_{1}, \ldots, i_{M}\right\} \supseteq\left\{j_{1}, \ldots, j_{M-k}\right\}$, then we write

$$
\left\{\ell_{1}, \ldots, \ell_{k}\right\}=\left\{i_{1}, \ldots, i_{M}\right\} \backslash\left\{j_{1}, \ldots, j_{M-k}\right\}
$$

where $1 \leq \ell_{1}<\cdots<\ell_{k} \leq N$. In this case, we have

$$
\left(\mathbf{e}_{i_{1}} \wedge \cdots \wedge \mathbf{e}_{i_{M}}\right) L\left(d x_{j_{1}} \wedge \cdots \wedge d x_{j_{M-k}}\right)=\sigma d x_{\ell_{1}} \wedge \cdots \wedge d x_{\ell_{k}}
$$

where $\sigma \in\{-1,+1\}$ is the sign of the permutation

$$
\left(i_{1}, \ldots, i_{M}\right) \longmapsto\left(j_{1}, \ldots, j_{M-k}, \ell_{1}, \ldots, \ell_{k}\right) .
$$

If it happens that $\xi$ has $C^{1}$ coefficients, then (using the fact that, when $\mathcal{L}^{N}$ is treated as a current, all its partial derivatives vanish) we have

$$
D_{x_{j}}\left(\mathcal{L}^{N} \wedge \xi\right)=\mathcal{L}^{N} \wedge\left(\partial \xi / \partial x_{j}\right)
$$

and

$$
\partial\left(\mathcal{L}^{N} \wedge \xi\right)=-\sum_{j=1}^{N}\left[D_{x_{j}}\left(\mathcal{L}^{N} \wedge \xi\right)\right] \mathrm{L} d x_{j}=-\mathcal{L}^{N} \wedge\left(\sum_{j=1}^{N}\left(\partial \xi / \partial x_{j}\right) \mathrm{L} d x_{j}\right)
$$

In case $M=1$, so $\xi$ is an ordinary vector field, we see that

$$
\begin{equation*}
\sum_{j=1}^{N}\left(\partial \xi / \partial x_{j}\right) L d x_{j}=\operatorname{div} \xi \tag{7.9}
\end{equation*}
$$

Letting (7.9) define the divergence of an $M$-vector field for all $1 \leq M \leq N$, we have

$$
\partial\left(\mathcal{L}^{N} \wedge \xi\right)=-\mathcal{L}^{N} \wedge \operatorname{div} \xi
$$

Now we introduce the notation, for $\xi$ a $M$-vector field on $U$, given by

$$
\left.\mathbf{D}_{M} \xi=\xi\right\rfloor\left(d x_{1} \wedge \cdots \wedge d x_{N}\right)
$$

Of course $\mathbf{D}_{M} \xi$ has degree $N-M$. Also, with each differential form $\phi$ of degree $M$ on $U$ we associate the $(N-M)$-vector field

$$
\mathbf{D}^{M} \phi=\left(\mathbf{e}_{1} \wedge \cdots \wedge \mathbf{e}_{N}\right) \mathrm{L} \phi
$$

If $\phi \in \mathcal{D}^{N-M}$ and $\psi \in \mathcal{D}^{M}$, then we see that

$$
\begin{aligned}
\left(\mathcal{L}^{N} \wedge \mathbf{D}^{N-M} \phi\right)(\psi) & =\int\left\langle\psi, \mathbf{D}^{N-M} \phi\right\rangle d \mathcal{L}^{N} \\
& =\int\left\langle d x_{1} \wedge \cdots \wedge d x_{N}, \phi \wedge \psi\right\rangle d \mathcal{L}^{N}
\end{aligned}
$$

The following commutative diagram helps to clarify the roles of the different spaces and their interaction with the various boundary and coboundary operators:


The special notation

$$
\mathbf{E}^{N}=\mathcal{L}^{N} \wedge \mathbf{e}_{1} \wedge \cdots \wedge \mathbf{e}_{N} \in \mathcal{D}_{N}\left(\mathbb{R}^{N}\right)
$$

is often used. Of course, this means that, if $\phi \in \mathcal{D}^{N}\left(\mathbb{R}^{N}\right)$, then

$$
\mathbf{E}^{N}(\phi)=\int\left\langle\phi(x), \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle d \mathcal{L}^{N}(x)
$$

We see that

$$
D_{x_{j}} \mathbf{E}^{N}=0 \text { for each } j=1, \ldots, N \quad \text { and } \quad \partial \mathbf{E}^{N}=0
$$

Comparing with (7.6), we see that, for any Lebesgue measurable set $A \subseteq \mathbb{R}^{N}$,

$$
\mathbf{E}^{N}\lfloor A=【 A \rrbracket .
$$

If $T \in \mathcal{D}_{N}(U)$ and $j \in\{1, \ldots, N\}$ then, using the formula

$$
\partial T=-\sum_{j=1}^{N}\left(D_{x_{j}} T\right)\left\llcorner d x_{j}\right.
$$

and the fact that $\bigwedge^{N+1} \mathbb{R}^{N}=0$, we can calculate that

$$
\begin{equation*}
(\partial T) \wedge \mathbf{e}_{j}=(-1)^{N} D_{x_{j}} T . \tag{7.10}
\end{equation*}
$$

Thus the vanishing of the boundary of an $N$-dimensional current is equivalent to the vanishing of its partial derivatives. Accordingly we expect that an N dimensional current with vanishing boundary should be essentially given by integration. That intuition is confirmed by the next proposition.

Proposition 7.3.1 (Constancy Theorem) If $T \in \mathcal{D}_{N}(U)$ with $\partial T=0$ and if $U$ is a connected open set, then there is a real number $c$ such that

$$
T=c\left(\mathbf{E}^{N}\lfloor U)=c \llbracket U \mathbf{\rrbracket} .\right.
$$

In order to prove the constancy theorem, we will need to introduce the notion of smoothing currents. In what follows, we will use mollifiers in a standard manner. Mollifiers were introduced in Section 5.5. Recall from Definition 5.5.1 that $\varphi$ is a mollifier if

- $\varphi \in C^{\infty}\left(\mathbb{R}^{N}\right)$;
- $\varphi \geq 0$;
- $\operatorname{supp} \varphi \subseteq \mathbb{B}(0,1)$;
- $\int_{\mathbb{R}^{N}} \varphi(x) d x=1 ;$
- $\varphi(x)=\varphi(-x)$.

For $\sigma>0$ we set $\varphi_{\sigma}(x)=\sigma^{-N} \varphi(x / N)$. Also recall that, in case $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ and $\sigma>0$, equation (5.31) defined
$f_{\sigma}(x)=f * \varphi_{\sigma}(x)=\int_{\mathbb{R}^{N}} f(z) \varphi_{\sigma}(x-z) d \mathcal{L}^{N}(z)=\int_{\mathbb{R}^{N}} f(x-z) \varphi_{\sigma}(z) d \mathcal{L}^{N}(z)$.
Definition 7.3.2 Given a current $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$, we define a new current $T_{\sigma} \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ by

$$
\begin{equation*}
T_{\sigma}(\omega)=T\left(\varphi_{\sigma} * \omega\right) . \tag{7.11}
\end{equation*}
$$

[Note here that we convolve $\varphi_{\sigma}$ with a form by convolving with each of the coefficient functions.]

The crucial facts are collected in the next lemma.

## Lemma 7.3.3

(1) $T_{\sigma}$ converges to $T$ in $\mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ as $\sigma \downarrow 0$,
(2) $D_{x_{j}} T_{\sigma}=\left(D_{x_{j}} T\right)_{\sigma}$, for $j=1,2, \ldots, N$,
(3) for each $\sigma>0, T_{\sigma}$ corresponds to a function in $\mathcal{E}\left(\mathbb{R}^{N}, \wedge_{M} \mathbb{R}^{N}\right)$.

## Proof.

(1) This is immediate from the fact that, for $\omega \in \mathcal{D}^{M}\left(\mathbb{R}^{N}\right), \varphi_{\sigma} * \omega$ converges to $\omega$ in the topology of $\mathcal{D}^{M}\left(\mathbb{R}^{N}\right)$.
(2) Fix $j \in\{1, \ldots, N\}$ and $\omega \in \mathcal{D}^{M}\left(\mathbb{R}^{N}\right)$. We have $\varphi_{\sigma} *\left(\partial \omega / \partial x_{j}\right)=\partial\left(\varphi_{\sigma} *\right.$ $\omega) / \partial x_{j}$, so we compute

$$
\begin{aligned}
\left(D_{x_{j}} T_{\sigma}\right)(\omega) & =-T_{\sigma}\left(\partial \omega / \partial x_{j}\right)=-T\left[\varphi_{\sigma} *\left(\partial \omega / \partial x_{j}\right)\right] \\
& =-T\left[\partial\left(\varphi_{\sigma} * \omega\right) / \partial x_{j}\right]=D_{x_{j}} T\left(\varphi_{\sigma} * \omega\right)=\left(D_{x_{j}} T\right)_{\sigma}(\omega)
\end{aligned}
$$

(3) In order to focus on the essential ideas, we will consider just the case $M=N$. Let $\boldsymbol{t}_{z}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ denote translation by $z \in \mathbb{R}^{N}$, so that

$$
\boldsymbol{t}_{z}(x)=x+z
$$

We define the real-valued function $F_{\sigma}$ by setting

$$
\begin{equation*}
F_{\sigma}(z)=T\left[\left(\varphi_{\sigma} \circ \boldsymbol{t}_{-z}\right) d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}\right] \tag{7.12}
\end{equation*}
$$

Another way to write (7.12) is as

$$
\begin{equation*}
F_{\sigma}(z)=T_{x}\left[\varphi_{\sigma}(x-z) d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}\right] \tag{7.13}
\end{equation*}
$$

where the subscript $x$ on $T$ indicates that we are considering $x$ as the operant variable for the current, while $z$ is treated as a parameter. It is routine to verify that $F_{\sigma}$ is $C^{\infty}$ using the fact that $\varphi_{\sigma}$ is $C^{\infty}$.

We claim that $T_{\sigma}$ corresponds to the function $F_{\sigma} \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N} \in$ $\mathcal{E}_{N}\left(\mathbb{R}^{N}\right)$, that is,

$$
\begin{equation*}
T_{\sigma}(\omega)=\int_{\mathbb{R}^{N}} F_{\sigma} \cdot\left\langle\omega, \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle d \mathcal{L}^{N} \tag{7.14}
\end{equation*}
$$

holds, for each $\omega \in \mathcal{D}^{M}\left(\mathbb{R}^{N}\right)$.
To verify the claim, fix $\omega \in \mathcal{D}^{M}\left(\mathbb{R}^{N}\right)$ and write

$$
\omega=g d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}
$$

where $g$ is scalar-valued and $C^{\infty}$. By definition, the lefthand side of (7.14) equals

$$
T_{x}\left[\left(\int_{\mathbb{R}^{N}} g(z) \varphi_{\sigma}(x-z) d \mathcal{L}^{N}(z)\right) d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}\right]
$$

We can approximate

$$
\int_{\mathbb{R}^{N}} g(z) \varphi_{\sigma}(x-z) d \mathcal{L}^{N}(z)
$$

(in the topology of $\mathcal{D}\left(\mathbb{R}^{N}, \mathbb{R}\right)$ ) by finite sums

$$
\sum_{k=1}^{p} g\left(z_{k}\right) \varphi_{\sigma}\left(x-z_{k}\right) \mathcal{L}^{N}\left(A_{k}\right)
$$

where $z_{k} \in A_{k}$ and where the $A_{k}$ are Borel subsets of the support of $g$. Thus

$$
T_{x}\left[\sum_{k=1}^{p} g\left(z_{k}\right) \varphi_{\sigma}\left(x-z_{k}\right) \mathcal{L}^{N}\left(A_{k}\right) d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}\right]
$$

will approximate $T_{\sigma}(\omega)$.
By the linearity of $T$ and using (7.13), we have

$$
\begin{aligned}
T_{x} & {\left[\sum_{k=1}^{p} g\left(z_{k}\right) \varphi_{\sigma}\left(x-z_{k}\right) \mathcal{L}^{N}\left(A_{k}\right) d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}\right] } \\
& =\sum_{k=1}^{p} T_{x}\left[\varphi_{\sigma}\left(x-z_{k}\right) d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{N}\right] g\left(z_{k}\right) \mathcal{L}^{N}\left(A_{k}\right) \\
& =\sum_{k=1}^{p} F_{\sigma}\left(z_{k}\right) \cdot\left\langle\omega\left(z_{k}\right), \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle \mathcal{L}^{N}\left(A_{k}\right) .
\end{aligned}
$$

But, as the diameters of the $A_{k}$ approach 0 ,

$$
\sum_{k=1}^{p} F_{\sigma}\left(z_{k}\right) \cdot\left\langle\omega\left(z_{k}\right), \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle \mathcal{L}^{N}\left(A_{k}\right)
$$

approaches

$$
\int_{\mathbb{R}^{N}} F_{\sigma} \cdot\left\langle\omega, \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{N}\right\rangle d \mathcal{L}^{N}
$$

verifying the claim.
Smoothing is defined in a general open set $U \subseteq \mathbb{R}^{N}$ by introducing functions $w_{j} \in \mathcal{D}(U, \mathbb{R})$ such that the sets $K_{j}=\left\{x: w_{j}(x)=1\right\}$ are increasing and exhaust $U$. For $T \in \mathcal{D}_{M}(U)$, one then considers $\left(T \mathrm{~L} w_{j}\right)_{\sigma}$-as one may, since $T \mathrm{~L} w_{j} \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$.

Proposition 7.3.4 If $T \in \mathcal{D}_{M}(U)$ where $U \subseteq \mathbb{R}^{M}$ and if $\mathbf{M}(T)<\infty$ and $\mathbf{M}(\partial T)<\infty$ hold, then $T=\llbracket U \rrbracket\llcorner F$ with $F \in B V(U)$.

Proof. Referring to Lemma 7.3.3(3), we observe that $T_{\sigma}=【 U \rrbracket L F_{\sigma}$ and the $L^{1}$-norm of $F_{\sigma}$ equals $\mathbf{M}\left(T_{\sigma}\right)$ which is bounded by $\mathbf{M}(T)$. Also, $\int\left|D F_{\sigma}\right|$ equals $\mathbf{M}\left(\partial T_{\sigma}\right)$ which is bounded by $\mathbf{M}(\partial T)$. By the compactness theorem for functions of bounded variation (see [KPk 99; Corollary 3.6.14]), we can select a sequence $\sigma_{i} \downarrow 0$ such that $F_{\sigma_{i}}$ converges to a $B V$-function $F$ and conclude from Lemma 7.3.3(1) that $T=\llbracket U \rrbracket \mathrm{~L} F$.

Now we return to the constancy theorem.
Proof of the constancy theorem. For convenience of exposition we suppose that $U=\mathbb{R}^{N}$. By (7.10), the hypothesis $\partial T=0$ tells us that all the partial derivatives of $T$ vanish. Then, for any $\sigma>0$, the partial derivatives of $T_{\sigma}$ must vanish. We know that $T_{\sigma}$ corresponds to a function in $\mathcal{E}\left(\mathbb{R}^{N}, \wedge_{N} \mathbb{R}^{N}\right)$ and that function must be constant since its partial derivatives vanish. Letting $\sigma \downarrow 0$, we obtain the result.

We end this section with the following variant of the constancy theorem.
Proposition 7.3.5 If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ with $\partial T=0$ and $\operatorname{spt} T \subseteq V$ where $V$ is an $M$-dimensional plane, then there is a real number $c$ such that

$$
T=c \llbracket V \rrbracket
$$

that is, $T=c\left(\mathcal{H}^{M} L V\right) \wedge v_{1} \wedge v_{2} \wedge \cdots \wedge v_{M}$, where $v_{1}, v_{2}, \ldots, v_{M}$ is an orthonormal family of vectors parallel to $V$.

Proof. Without loss of generality, we may suppose that

$$
V=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right): x_{M+1}=x_{M+2}=\cdots=x_{N}=0\right\}
$$

Fix $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ a compactly supported, $C^{\infty}$ function satisfying $\sigma(t)=t$, for $|t|<1$.

Consider $1 \leq i_{1}<i_{2}<\cdots<i_{M} \leq N$ and suppose that $M<i_{M}$. Let $\phi$ be an arbitrary compactly supported, real-valued $C^{\infty}$ function. Setting

$$
\omega=\sigma\left(x_{i_{M}}\right) \cdot \phi(x) d x_{i_{1}} \wedge d x_{i_{2}} \wedge \cdots \wedge d x_{i_{M-1}}
$$

we see that, on $V, d \omega=\phi(x) d x_{i_{1}} \wedge d x_{i_{2}} \wedge \cdots \wedge d x_{i_{M}}$, so that

$$
0=(\partial T)(\omega)=T(d \omega)=T\left(\phi(x) d x_{i_{1}} \wedge d x_{i_{2}} \wedge \cdots \wedge d x_{i_{M}}\right)
$$

holds. Thus we have

$$
T \mathrm{~L} d x_{i_{1}} \wedge \cdots \wedge d x_{i_{M}}=0
$$

Using the preceding paragraph, we conclude that

$$
\begin{aligned}
T & =\sum_{1 \leq i_{1}<\cdots<i_{M} \leq N}\left[T \mathrm{~L} d x_{i_{1}} \wedge \cdots \wedge d x_{i_{M}}\right] \wedge \mathbf{e}_{i_{1}} \wedge \cdots \wedge \mathbf{e}_{i_{M}} \\
& =\left[T \mathrm{~L} d x_{1} \wedge \cdots \wedge d x_{M}\right] \wedge \mathbf{e}_{1} \wedge \cdots \wedge \mathbf{e}_{M} .
\end{aligned}
$$

Thus we can identify $T$ with an element of $\mathcal{D}_{N}\left(\mathbb{R}^{N}\right)$ and apply the constancy theorem.

### 7.4 Further Constructions with Currents

### 7.4.1 Products of Currents

Next we need the notion of a cartesian product of currents.
Definition 7.4.1 Suppose $U_{1} \subseteq \mathbb{R}^{N_{1}}, T_{1} \in \mathcal{D}_{M_{1}}\left(U_{1}\right)$ and $U_{2} \subseteq \mathbb{R}^{N_{2}}, T_{2} \in$ $\mathcal{D}_{M_{2}}\left(U_{2}\right)$. We define $T_{1} \times T_{2} \in \mathcal{D}_{M_{1}+M_{2}}\left(U_{1} \times U_{2}\right)$, the cartesian product of $T_{1}$ and $T_{2}$ as follows:
(1) We will denote the basis covectors in $\mathbb{R}^{N_{1}}$ by $d x_{\alpha}$ and the basis covectors in $\mathbb{R}^{N_{2}}$ by $d y_{\beta}$.
(2) If $1 \leq \alpha_{1}<\alpha_{2}<\cdots<\alpha_{M_{1}} \leq N_{1}, 1 \leq \beta_{1}<\beta_{2}<\cdots<\beta_{M_{2}} \leq N_{2}$, and $g \in \mathcal{D}\left(U_{1} \times U_{2}, \mathbb{R}\right)$, then set

$$
\begin{aligned}
& {\left[T_{1} \times T_{2}\right]\left(g d x_{\alpha_{1}} \wedge \cdots \wedge d x_{\alpha_{M_{1}}} \wedge d y_{\beta_{1}} \wedge \cdots \wedge d y_{\beta_{M_{2}}}\right)} \\
& \quad=T_{1}\left(T_{2}\left[g(x, y) d y_{\beta_{1}} \wedge \cdots \wedge d y_{\beta_{M_{2}}}\right] d x_{\alpha_{1}} \wedge \cdots \wedge d x_{\alpha_{M_{1}}}\right)
\end{aligned}
$$

(3) If $\omega_{1} \in \mathcal{D}^{M_{1}^{\prime}}\left(U_{1}\right), \omega_{2} \in \mathcal{D}^{M_{2}^{\prime}}\left(U_{2}\right)$ with $M_{1}^{\prime}+M_{2}^{\prime}=M_{1}+M_{2}$ but $M_{1}^{\prime} \neq M_{1}$ and $M_{2}^{\prime} \neq M_{2}$, then $\left[T_{1} \times T_{2}\right]\left(\omega_{1} \wedge \omega_{2}\right)=0$.
(4) Extend $T_{1} \times T_{2}$ to $\mathcal{D}^{M_{1}+M_{2}}\left(U_{1} \times U_{2}\right)$ by linearity.

Now it is immediate that

$$
\begin{equation*}
\partial\left(T_{1} \times T_{2}\right)=\left(\partial T_{1}\right) \times T_{2}+(-1)^{M_{1}} T_{1} \times \partial T_{2} \tag{7.15}
\end{equation*}
$$

In case either $M_{1}=0$ or $M_{2}=0$ then the last formula is still valid provided the corresponding terms are interpreted to be zero.

In the special case that $T \in \mathcal{D}_{M}(U)$ with $U \subseteq \mathbb{R}^{N}$ and 【 $(0,1) \rrbracket$ is the 1current in $\mathbb{R}^{1}$ given by integration over the oriented unit interval then (7.15) becomes

$$
\begin{aligned}
\partial(\llbracket(0,1) \mathbf{\square} \times T) & =\left(\boldsymbol{\delta}_{1}-\boldsymbol{\delta}_{0}\right) \times T-\llbracket(0,1) \rrbracket \times \partial T \\
& =\boldsymbol{\delta}_{1} \times T-\boldsymbol{\delta}_{0} \times T-【(0,1) \rrbracket \times \partial T .
\end{aligned}
$$

Of course $\boldsymbol{\delta}_{p}$ denotes the 0 -current that is given by a point mass at $p$.

### 7.4.2 The Push-Forward

Now we shall define the notion of the push-forward of a current. Some of the most important and profound properties of currents will be formulated in terms of the preservation of certain structures under the push-forward. The setup is this. We are given open sets $U \subseteq \mathbb{R}^{N_{1}}$ and $V \subseteq \mathbb{R}^{N_{2}}$ and a smooth mapping $f: U \rightarrow V$. If $\omega \in \mathcal{D}^{M}(V)$ then let $f^{\#} \omega$ be the standard pullback of the form $\omega$ (see Definition 6.2.7). Now the current $T$ is given on $U$, and we must suppose that $\left.f\right|_{\text {spt } T}$ is proper: this means that the inverse image under $f$ of any compact set, intersected with spt $T$, is compact. We define the push-forward $f_{\#} T$ under $f$ of the current $T$ by (see Figure 7.3)

$$
\begin{equation*}
f_{\#} T(\omega)=T\left(\zeta \cdot f^{\#} \omega\right) \quad \forall \omega \in \mathcal{D}^{M}(V) \tag{7.16}
\end{equation*}
$$



Figure 7.3: The push-forward of a current.
where $\zeta$ is any compactly supported $C^{\infty}(U)$ function that equals 1 in a neighborhood of $\operatorname{spt} T \cap \operatorname{spt} f^{\#} \omega$. The definition of $f_{\#} T$ given in (7.16) is independent of $\zeta$. Notice that

$$
\begin{equation*}
\partial f_{\#} T=f_{\#} \partial T \tag{7.17}
\end{equation*}
$$

holds for $f, T$ as above. In fact, (7.17) holds because one can interchange the exterior differentiation and pull-back operations on forms (see Theorem 6.2.8).

If $\mathbf{M}_{W}(T)<\infty$ for every $W \subseteq U$ then $f$ is representable by integration and $f_{\#} T$ is given explicitly by

$$
\begin{aligned}
f_{\#} T(\omega) & =\int\left\langle\vec{T}, f^{\#} \omega\right\rangle d \mu_{T} \\
& =\int\left\langle\left\langle\Lambda_{M} D f, \stackrel{\rightharpoonup}{T}(x)\right\rangle, \omega(f(x))\right\rangle d \mu_{T}(x)
\end{aligned}
$$

This formula gives a way to make sense of $f_{\#} T$ even when $f$ is only continuously differentiable and proper.

The next result is about vanishing of currents on sets that project to measure 0 in all coordinate directions. For notation, if $\alpha=\left(i_{1}, \ldots, i_{N}\right) \in \mathbb{N}^{N}$ is a multiindex with $1 \leq i_{1}<i_{2}<\cdots<i_{N} \leq P$ then we let $p_{\alpha}$ denote the orthogonal projection of $\mathbb{R}^{P}$ onto $\mathbb{R}^{N}$ given by

$$
\left(x^{1}, \ldots, x^{P}\right) \longmapsto\left(x^{i_{1}}, \ldots, x^{i_{N}}\right) .
$$

Lemma 7.4.2 Let $U \subseteq \mathbb{R}^{N}$ be open as usual. Let $E \subseteq U$ be closed. Assume that $\mathcal{L}^{M}\left(p_{\alpha}(E)\right)=0$ for each multiindex $\alpha=\left(i_{1}, \ldots, i_{M}\right), 1 \leq i_{1}<i_{2}<\cdots<$
$I_{M} \leq N$. Then $T \mathrm{~L} E=0$ whenever $T \in \mathcal{D}_{M}(U)$ with $\mathbf{M}_{W}(T)$ and $\mathbf{M}_{W}(\partial T)$ finite for every $W \subset \subset U$.

Proof. Let $\omega \in \mathcal{D}^{M}(U)$. We write

$$
\omega=\sum_{\alpha \in \Lambda(N, M)} \omega_{\alpha} d x^{\alpha}
$$

with $\omega_{\alpha} \in C^{\infty}(U)$ and compactly supported. Thus

$$
\begin{aligned}
T(\omega) & =\sum_{\alpha} T\left(\omega_{\alpha} d x^{\alpha}\right) \\
& =\sum_{\alpha}\left(T \mathrm{~L} \omega_{\alpha}\right) d x^{\alpha} \\
& =\sum_{\alpha}\left(T \mathrm{~L} \omega_{\alpha}\right) p_{\alpha}^{\#} d y .
\end{aligned}
$$

Here $d y \equiv d y^{1} \wedge \cdots d y^{M}$ in the standard coordinates on $\mathbb{R}^{M}$.
So we have

$$
\begin{equation*}
T(\omega)=\sum_{\alpha} p_{\alpha \#}\left(T\left\llcorner\omega_{\alpha}\right)(d y)\right. \tag{7.18}
\end{equation*}
$$

This last makes sense just because $\operatorname{spt} T \mathrm{~L} \omega_{\alpha} \subseteq \operatorname{spt} \omega_{\alpha}$, which is a compact subset of $U$.

On the other hand, we know for any $\tau \in \mathcal{D}^{N-1}(U)$ that

$$
\begin{aligned}
\partial\left(T \mathrm{~L} \omega_{\alpha}\right)(\tau) & =\left(T \mathrm{~L} \omega_{\alpha}\right)(d \tau) \\
& =T\left(\omega_{\alpha} d \tau\right) \\
& =T\left(d\left(\omega_{\alpha} \tau\right)\right)-T\left(d \omega_{\alpha} \wedge \tau\right) \\
& =\partial T\left(\omega_{\alpha} \tau\right)-T\left(d \omega_{\alpha} \wedge \tau\right)
\end{aligned}
$$

and so

$$
\mathbf{M}_{W}\left(\partial\left(T L \omega_{\omega}\right)\right) \leq \mathbf{M}_{W}(\partial T)\left|\omega_{\alpha}\right|+\mathbf{M}_{W}(T)\left|d \omega_{\alpha}\right|
$$

From this we conclude that

$$
\mathbf{M}\left(\partial p_{\alpha \#}\left(T \mathrm{~L} \omega_{\alpha}\right)\right)=\mathbf{M}\left(p_{\alpha \#} \partial\left(T \mathrm{~L} \omega_{\alpha}\right)\right) \leq \mathbf{M}\left(\partial\left(T\left\llcorner\omega_{\alpha}\right)\right)<\infty\right.
$$

Now we apply Proposition 7.3 .4 to see that there is a $\theta_{\alpha} \in B V\left(p_{\alpha}(U)\right)$ such that

$$
p_{\alpha \#}\left(T \mathrm{~L} \omega_{\alpha}\right)=\llbracket p_{\alpha}(U) \rrbracket\left\llcorner\theta_{\alpha} .\right.
$$

It follows that $p_{\alpha \#}\left(T L \omega_{\alpha}\right) L p_{\alpha}(E)=0$ because $\mathcal{L}^{M}\left(p_{\alpha}(E)\right)=0$. Assuming without loss of generality that $E$ is closed, we now see that

$$
\begin{align*}
\mathbf{M}\left(p_{\alpha \#}\left(T \mathrm{~L} \omega_{\alpha}\right)\right) & \leq \mathbf{M}\left(p_{\alpha \#}\left(T \mathrm{~L} \omega_{\alpha}\right) \mathrm{L}\left(\mathbb{R}^{M} \backslash p_{\alpha}(E)\right)\right) \\
& =\mathbf{M}\left(p_{\alpha \#}\left(\left(T \mathrm{~L} \omega_{\alpha}\right) \mathrm{L}\left(\mathbb{R}^{N} \backslash p_{\alpha}^{-1} p_{\alpha}(E)\right)\right)\right) \\
& \leq \mathbf{M}\left(\left(T \mathrm{~L} \omega_{\alpha}\right) \mathrm{L}\left(\mathbb{R}^{N} \backslash p_{\alpha}^{-1} p_{\alpha} E\right)\right)  \tag{7.19}\\
& \leq \mathbf{M}_{W}\left(T \mathrm{~L}\left(\mathbb{R}^{N} \backslash p_{\alpha}^{-1} p_{\alpha} E\right)\right) \cdot\left|\omega_{\alpha}\right| \\
& \leq \mathbf{M}_{W}\left(T \mathrm{~L}\left(\mathbb{R}^{N} \backslash E\right)\right) \cdot\left|\omega_{\alpha}\right| \tag{7.20}
\end{align*}
$$

for any open set $W$ such that $\operatorname{spt} \omega \subseteq W \subseteq U$.
Now we combine (7.18) and (7.20) to obtain

$$
\mathbf{M}_{W}(T) \leq c \mathbf{M}_{W}\left(T \mathbf{L}\left(\mathbb{R}^{N} \backslash E\right)\right)
$$

In particular, we see that

$$
\begin{equation*}
\mathbf{M}_{W}(T \mathrm{~L} E) \leq c \mathbf{M}_{W}\left(T \mathrm{~L}\left(\mathbb{R}^{N} \backslash E\right)\right) \tag{7.21}
\end{equation*}
$$

If $K$ is any compact subset of $E$, then we can choose sets $\left\{W_{q}\right\}$ such that

- $W_{q} \subset \subset U$;
- $W_{q+1} \subseteq W_{q}$;
- $\bigcap_{q=1}^{\infty} W_{q}=K$.

By (7.21), with $W=W_{q}$, we conclude that $\mathbf{M}(T\llcorner K)=0$. Since $K$ was arbitrary, we see that $\mathbf{M}(T L E)=0$.

### 7.4.3 The Homotopy Formula

Next we have the homotopy formula for currents. Let $f, g: U \rightarrow V$ be smooth mappings, with $U \subseteq \mathbb{R}^{N_{1}}$ and $V \subseteq \mathbb{R}^{N_{2}}$. Let $h$ be a smooth homotopy of $f$ to $g$; that is, $h:[0,1] \times U \rightarrow V, h(0, x)=f(x)$, and $h(1, x)=g(x)$. If $T \in \mathcal{D}_{M}(U)$ and if the restriction of $h$ to $[0,1] \times \operatorname{spt} T$ is proper, then $h_{\#}(\llbracket(0,1) \rrbracket \times T)$ is well defined and

$$
\begin{aligned}
\partial h_{\#}(\llbracket(0,1) \rrbracket \times T) & =h_{\#} \partial(\llbracket(0,1) \rrbracket \times T) \\
& =h_{\#}\left(\boldsymbol{\delta}_{1} \times T-\boldsymbol{\delta}_{0} \times T-\llbracket(0,1) \rrbracket \times \partial T\right) \\
& =g_{\#} T-f_{\#} T-h_{\#}(\mathbb{\text { 【 }}(0,1) \mathbf{} \times \partial T) .
\end{aligned}
$$

The homotopy formula is then a simple rearrangement of this last equality:

$$
\begin{equation*}
g_{\#} T-f_{\#} T=\partial h_{\#}(\llbracket(0,1) \rrbracket \times T)+h_{\#}(\llbracket(0,1) \mathbf{} \times \partial T) . \tag{7.22}
\end{equation*}
$$

An important instance of the homotopy formula occurs when

$$
h(t, x)=\operatorname{tg}(x)+(1-t) f(x)=f(x)+t(g(x)-f(x))
$$

we call this an affine homotopy of $f$ to $g$. Then we can obtain that

$$
\begin{equation*}
\mathbf{M}\left[h_{\#}(\llbracket(0,1) \rrbracket \times T)\right] \leq \sup _{\operatorname{spt} T}|f-g| \cdot \sup _{x \in \operatorname{spt} T}(\|D f(x)\|+\|D g(x)\|)^{M} \mathbf{M}(T) . \tag{7.23}
\end{equation*}
$$

In fact this inequality follows immediately once we notice that

$$
\begin{align*}
& h_{\#}(\llbracket(0,1) \rrbracket \times T)(\omega) \\
&= \int_{0}^{1} \int\left\langle\left\langle\bigwedge_{M+1} D h(t, x), e_{1} \wedge \stackrel{\rightharpoonup}{T}(x)\right\rangle, \omega(h(t, x))\right\rangle d \mu_{T}(x) d t \\
& \text { non } \approx \int_{0}^{1} \int\langle(g(x)-f(x)) \wedge  \tag{7.24}\\
&\left.\left.\left\langle t \bigwedge_{M} D f(x)+(1-t) \wedge_{M} D g(x), \stackrel{\rightharpoonup}{T}(x)\right\rangle, \omega(h(t, x))\right\rangle d \mu_{T}(x)\right\rangle(\mathbb{4} 5)
\end{align*}
$$

Figure 7.4 illustrates the homotopy formula. In this figure, $T$ is the $1-$ dimensional current associated with the oriented line segment on the left, $f$ is the identity, and $g$ maps the line segment on the left to the polygon to its right. The six-sided polygonal region then corresponds to $h_{\#}(\llbracket(0,1) \rrbracket \times T)$ with $h$ the affine homotopy of $f$ to $g$.

### 7.4.4 Applications of the Homotopy Formula

The next lemma shows us how the homotopy formula can be used to define $f_{\#} T$ in case $f$ is only Lipschitz-provided that the restriction of $f$ to the support of $T$ is proper and both $\mathbf{M}_{W}(T), \mathbf{M}_{W}(\partial T)$ are finite for all $W \subset \subset U$. We will use smoothing of currents as described in Definition 7.3.2.

Lemma 7.4.3 Let $T$ be a current, $T \in \mathcal{D}_{M}(U)$, and suppose that $\mathbf{M}_{W}(T)$, $\mathbf{M}_{W}(\partial T)$ are finite for each $W \subset \subset U$. Let $f: U \rightarrow V$ be a Lipschitz mapping,


Figure 7.4: The homotopy formula.
and assume that the restriction of $f$ to the support of $T$ is proper. Then we may define

$$
f_{\#}(T) \equiv \lim _{\sigma \rightarrow 0^{+}} f_{\sigma \#} T(\omega)
$$

because the limit on the righthand side exists for each $\omega \in D^{M}(V)$. We also may conclude that

$$
\operatorname{spt} f_{\#} T \subseteq f(\operatorname{spt} T) \quad \text { and } \quad \mathbf{M}_{W}\left(f_{\#} T\right) \leq\left(\underset{f^{-1}(W)}{\operatorname{ess} \sup }|D f|\right)^{M} \mathbf{M}_{f^{-1}(W)}(T)
$$

for all $W \subset \subset V$.

Proof. If $\sigma, \tau>0$ are small then the homotopy formula gives us that

$$
f_{\sigma \#} T(\omega)-f_{\tau \#} T(\omega)=h_{\#}(\llbracket[0,1) \rrbracket \times T)(d \omega)+h_{\#}(\llbracket(0,1) \rrbracket \times \partial T)(\omega),
$$

where $h$ is the usual affine homotopy of $f_{\tau}$ to $f_{\sigma}$. Now (7.23) tells us, for small $\sigma, \tau$, that

$$
\left|f_{\sigma \#} T(\omega)-f_{\tau \#} T(\omega)\right| \leq c \sup _{f^{-1}(K) \cap \operatorname{spt} T}\left|f_{\sigma}-f_{\tau}\right| \cdot\|f\|_{\text {Lip }} .
$$

Here $K$ is a compact subset of $V$ with $\operatorname{spt} \omega \subseteq$ interior $(K)$. Since $f_{\sigma} \rightarrow f$ uniformly on compact subsets of $U$, the result clearly follows.

Now we need the notion of a cone over a current $T \in \mathcal{D}_{M}(U)$. Any definition that we give should have the property that, in the special case
that $T=\llbracket S \rrbracket$, where $S$ is a submanifold of the sphere $\mathcal{S}^{N-1} \subseteq \mathbb{R}^{N}$, then the cone over $T$ is just 【 $C_{S}$ 】, where

$$
C_{S}=\{\lambda x: x \in S, 0 \leq \lambda \leq 1\} .
$$

We define the cone using ideas and terminology that we have introduced thus far. We let

- $T \in \mathcal{D}_{M}$;
- $U$ be star-shaped with respect to the point 0 ;
- $\operatorname{spt} T$ be compact;
- $h: \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be defined by $h(t, x)=t x$.

Then the cone over $T$, denoted by $\boldsymbol{\delta}_{0} \nless T$, is given by

$$
\begin{equation*}
\boldsymbol{\delta}_{0} \nVdash T=h_{\#}(\mathbf{[}(0,1) \mathbf{]} \times T) \tag{7.26}
\end{equation*}
$$

It follows that $\boldsymbol{\delta}_{0} \mathbb{*} T \in \mathcal{D}_{M+1}(U)$ and, by the homotopy formula,

$$
\partial\left(\boldsymbol{\delta}_{0} \not \not \not T\right)=T-\boldsymbol{\delta}_{0} \not{ }^{*} \partial T
$$

Also, if spt $T \subseteq\{x:|x|=r\}$ holds, then we can estimate

$$
\mathbf{M}\left(\boldsymbol{\delta}_{0} \nVdash T\right) \leq \frac{r}{M+1} \mathbf{M}(T)
$$

This last estimate follows from observing that

$$
\begin{aligned}
h_{\#} & (\llbracket(0,1) \rrbracket \times T)(\omega) \\
& =\int_{0}^{1} \int\left\langle\left\langle\wedge_{M+1} D h(t, x), e_{1} \wedge \vec{T}(x)\right\rangle, \omega(h(t, x))\right\rangle d \mu_{T}(x) d t \\
& =\int_{0}^{1} \int t^{M}\langle x \wedge \vec{T}(x), \omega(t x)\rangle d \mu_{T}(x) d t .
\end{aligned}
$$

By making the obvious modifications, we can define the cone over $T$ with vertex $p$, which we denote by $\boldsymbol{\delta}_{p} \times T$. In this case, we have

$$
\begin{equation*}
\partial\left(\boldsymbol{\delta}_{p} \not \nVdash T\right)=T-\boldsymbol{\delta}_{p} \not \ngtr \partial T \tag{7.27}
\end{equation*}
$$

and, if spt $T \subseteq\{x:|x-p|=r\}$ holds,

$$
\begin{equation*}
\mathbf{M}\left(\boldsymbol{\delta}_{p} \nVdash T\right) \leq \frac{r}{M+1} \mathbf{M}(T) \tag{7.28}
\end{equation*}
$$

### 7.5 Rectifiable Currents with Integer Multiplicity

Now we consider integer-multiplicity currents $T \in \mathcal{D}_{N}(U)$ which are similar to, but more general than, the currents associated with smooth surfaces. These new currents will be based on the notion of a countably $M$-rectifiable set that was introduced in Section 5.4.

Definition 7.5.1 Let $M$ be an integer with $1 \leq M \leq N$. Let $T \in \mathcal{D}_{M}(U)$ for $U \subseteq \mathbb{R}^{N}$ an open set. We say that $T$ is an integer-multiplicity rectifiable $M$-current (or, more succinctly, an integer-multiplicity current) if there are $S, \theta$, and $\xi$ such that
(1) $S$ is an $\mathcal{H}^{M}$-measurable, countably $M$-rectifiable subset of $U$ with $\mathcal{H}^{M}(S \cap K)<\infty$ for each compact $K \subseteq U$;
(2) $\theta$ is a locally $\mathcal{H}^{M}$-integrable, nonnegative, integer-valued function;
(3) $\xi: S \rightarrow \wedge_{M}\left(\mathbb{R}^{N}\right)$ is an $\mathcal{H}^{M}$-measurable function such that, for $\mathcal{H}^{M_{-}}$ almost every point $x \in S, \xi(x)$ is a simple unit $M$-vector in $\mathbf{T}_{x} S$;
(4) the current $T$ is given by

$$
T(\omega)=\int_{S}\langle\omega(x), \xi(x)\rangle \theta(x) d \mathcal{H}^{M}(x)
$$

for $\omega \in \mathcal{D}^{M}(U)$.
For (3), recall that $\xi(x)$ is simple if $\xi(x)=\tau_{1} \wedge \cdots \wedge \tau_{M}$, where the set $\left\{\tau_{j}\right\}$ is an orthonormal basis for $\mathbf{T}_{x} S$.

In the preceding definition, we call $\theta$ the multiplicity of $T$ and $\xi$ the orientation of $T$. It will be convenient for us to write $T=\boldsymbol{\tau}(S, \theta, \xi)$. In terms of the notation for currents representable by integration introduced in (7.4) we have

$$
\stackrel{\rightharpoonup}{S}=\xi, \quad \mu_{S}=\|S\|=\mathcal{H}^{M} L\left(\theta \chi_{S}\right)
$$

Figure 7.5 illustrates a current that fails to be integer-multiplicity rectifiable because the orientation does not lie in the tangent space.


Figure 7.5: A current that is not integer-multiplicity rectifiable.

Let $T \in \mathcal{D}_{0}(U)$ for $U \subseteq \mathbb{R}^{N}$ an open set. We say that $T$ is an integermultiplicity rectifiable 0 -current if there are $S \subseteq U$ and $\theta: S \rightarrow \mathbb{Z}$ such that

$$
\begin{align*}
& S \cap K \text { is finite if } K \subseteq U \text { is compact, } \\
& T(\omega)=\sum_{x \in S \cap \operatorname{supp} \omega} \theta(x) \omega(x) \text { for } \omega \in \mathcal{D}^{0}(U) \tag{7.29}
\end{align*}
$$

In this case, the multiplicity function of $T$ is the absolute value of $\theta$ and the orientation function of $T$ is the sign of $\theta$, so we may write $T=\boldsymbol{\tau}(S,|\theta|, \operatorname{sgn}(\theta))$.

## Some Properties of Integer-Multiplicity Currents

(1) If $T_{1}, T_{2} \in \mathcal{D}_{M}(U)$ are integer-multiplicity currents, then so is $p_{1} T_{1}+$ $p_{2} T_{2}$ for any $p_{1}, p_{2} \in \mathbb{Z}$.
(2) If $T_{1}=\boldsymbol{\tau}\left(V_{1}, \theta_{1}, \xi_{1}\right) \in \mathcal{D}_{M}(U)$ and $T_{2}=\boldsymbol{\tau}\left(V_{2}, \theta_{2}, \xi_{2}\right) \in \mathcal{D}_{N}(V)$ then $T_{1} \times T_{2} \in \mathcal{D}_{M+N}(U \times V)$ is also integer-multiplicity and

$$
T_{1} \times T_{2}=\boldsymbol{\tau}\left(V_{1} \times V_{2}, \theta_{1} \theta_{2}, \xi_{1} \wedge \xi_{2}\right)
$$

(3) If $F: U \rightarrow V$ is Lipschitz, $S \subseteq U$, and $T=\boldsymbol{\tau}(S, \theta, \xi) \in \mathcal{D}_{M}(U)$, and if $\left.f\right|_{\mathrm{spt} T}$ is proper, then $F_{\#} T \in \mathcal{D}_{M}(V)$ is integer-multiplicity and $F_{\#} T=$ $\boldsymbol{\tau}(F(S), \phi, \eta)$, where $\phi \in \wedge_{M} \mathbb{R}^{N}$ and $\eta \in \mathbb{Z}^{+}$are characterized, $\mathcal{H}^{M_{-}}$ almost everywhere in $F(S)$, by

$$
\begin{equation*}
\sum_{x \in F^{-1}(y) \cap S_{+}} \theta(x) \cdot \frac{\left\langle\bigwedge_{M} D_{S} F(x), \xi(x)\right\rangle}{\left|\left\langle\bigwedge_{M} D_{S} F(x), \xi(x)\right\rangle\right|}=\phi(y) \eta(y) \tag{7.30}
\end{equation*}
$$

Here $S_{+}$is the set of $x \in S$ for which $\mathbf{T}_{x} S$ and $D_{S} F(x)$ exist and $D_{S} F(x)$ is of rank $M$ on $\mathbf{T}_{x} S$.

Statements (1) and (2) are immediate. To see statement (3) we reason as follows: By definition,

$$
F_{\#} T(\omega)=\int_{V}\left\langle\omega(f(x)),\left\langle\Lambda_{M} D_{S} F(x), \xi(x)\right\rangle\right\rangle \theta(x) d \mathcal{H}^{M}(x) .
$$

Corollary 5.1.13 of the area formula allows us to rewrite the last equation as

$$
\begin{equation*}
F_{\#} T(\omega)=\int_{F(S)}\left\langle\omega(y), \sum_{x \in F^{-1}(y) \cap S_{+}} \theta(x) \cdot \frac{\left\langle\bigwedge_{M} D_{S} F, \xi(x)\right\rangle}{\left|\left\langle\bigwedge_{M} D_{S} F, \xi(x)\right\rangle\right|}\right\rangle d \mathcal{H}^{M}(y) \tag{7.31}
\end{equation*}
$$

For $\mathcal{H}^{M}$-almost every $y$ the approximate tangent space $\mathbf{T}_{y}(F(S))$ exists and $\mathbf{T}_{x} S$ and $D_{S} F$ exist for all $x \in F^{-1}(y) \cap S_{+}$. Hence

$$
\begin{equation*}
\frac{\left\langle\bigwedge_{M} D_{S} F, \xi(x)\right\rangle}{\left|\left\langle\bigwedge_{M} D_{S} F, \xi(x)\right\rangle\right|}= \pm \tau_{1} \wedge \cdots \wedge \tau_{M} \tag{7.32}
\end{equation*}
$$

where $\tau_{1}, \ldots, \tau_{M}$ is an orthonormal basis for $\mathbf{T}_{y}(F(S))$. Thus we obtain (7.30).

Considering a $y$ such that the approximate tangent space $\mathbf{T}_{y}(F(S))$ exists and $\mathbf{T}_{x} S$ and $D_{S} F$ exist for all $x \in F^{-1}(y) \cap S_{+}$and replacing $\tau_{1}$ by $-\tau_{1}$ if necessary, we may suppose $\tau_{1} \wedge \cdots \wedge \tau_{M}=\eta(y)$. Then we have

$$
\phi(y)=\sum_{A_{1}} \theta(x)-\sum_{A_{2}} \theta(x),
$$

where $A_{1}$ is the set of $x \in F^{-1}(y) \cap S_{+}$for which

$$
\eta=\frac{\left\langle\bigwedge_{M} D_{S} F(x), \xi(x)\right\rangle}{\left|\left\langle\bigwedge_{M} D_{S} F(x), \xi(x)\right\rangle\right|}
$$

and $A_{2}$ is the set of $x \in F^{-1}(y) \cap S_{+}$for which

$$
-\eta=\frac{\left\langle\bigwedge_{M} D_{S} F(x), \xi(x)\right\rangle}{\left|\left\langle\bigwedge_{M} D_{S} F(x), \xi(x)\right\rangle\right|}
$$

Thus, for $\mathcal{H}^{M}$-almost every $y \in F(W)$, we have

$$
\eta(y)=\sum_{x \in F^{-1}(y) \cap W_{+}} \theta(x)-2 \sum_{A_{2}} \theta(x) \leq \sum_{x \in F^{-1}(y) \cap W_{+}} \theta(x) .
$$

We also note that, for $\mathcal{H}^{M}$-almost every $y \in F(W), \eta(y)$ is congruent modulo 2 to $\sum_{x \in F^{-1}(y) \cap W_{+}} \theta(x)$.

One of the main things that we do in this subject is to extract "convergent" subsequences from collections of currents. This is, for instance, how we prove an existence theorem for the solution of the Plateau problem. ${ }^{4}$ The next compactness theorem is an instance of this point of view.

Theorem 7.5.2 (Compactness for Integer-Multiplicity Currents)
Let $\left\{T_{j}\right\} \subseteq \mathcal{D}_{M}(U)$ be a sequence of integer-multiplicity currents such that

$$
\sup _{j \geq 1}\left[\mathbf{M}_{W}\left(T_{j}\right)+\mathbf{M}_{W}\left(\partial T_{j}\right)\right]<\infty \quad \text { for all } W \subset \subset U
$$

Then there is an integer-multiplicity current $T \in \mathcal{D}_{M}(U)$ and a subsequence $\left\{T_{j^{\prime}}\right\}$ such that $T_{j^{\prime}} \rightarrow T$ weakly in $U$.

The compactness theorem was first proved by Federer and Fleming in [FF 60]. Their proof had the drawback of relying on the structure theory for sets of finite Hausdorff measure. An alternative proof was developed by Bruce Solomon (see [Som 84]). Solomon's proof used facts about multivalued functions, which led Brian White to give a third proof that avoided both the structure theory and multivalued functions (see [Whe 89]). Later in this book we will give a proof of the compactness theorem using metric-space-valued functions of bounded variation in a manner similar to that in [LY 02].

Remark 7.5.3 It is important to realize that the existence of the subsequence $\left\{T_{j^{\prime}}\right\}$ and the limit current $T$ in Theorem 7.5.2 is an immediate consequence of the Banach-Alaoglu theorem. ${ }^{5}$ What is nontrivial is the fact that $T$ is an integer-multiplicity current. In the codimension 1 case, that is, when the ambient space has dimension $N=M+1$, Theorem 7.5.2 can be proved using Proposition 7.3.4 and the compactness theorem for functions of bounded variation. In case $M=0$, because of (7.29), Theorem 7.5.2 is a consequence of the Bolzano-Weierstrass theorem. ${ }^{6}$

To end this section we will prove a decomposition theorem for integermultiplicity currents of codimension 1 . The statement of this theorem invokes

[^36]the notion of a set of locally finite perimeter. We recall the relevant definitions here (see [KPk 99; Section 3.7]):

## Definition 7.5.4

(1) If $A$ is a Borel set and $U \subseteq \mathbb{R}^{N}$ is open, then the perimeter of $A$ in $U$ is denoted by $P(A, U)$ and is defined by

$$
P(A, U)=\sup \left\{\int_{A} \operatorname{div}(g) d \mathcal{L}^{N}: g \in C^{1}\left(U ; \mathbb{R}^{N}\right), \operatorname{supp} g \subset \subset U,|g| \leq 1\right\} .
$$

(2) We say that $A$ is of locally finite perimeter if

$$
P(A, U)<\infty
$$

holds for every bounded open set $U$. Sets of locally finite perimeter are also called Caccioppoli sets. ${ }^{7}$
(3) If $A$ is of locally finite perimeter, then there is a positive Radon measure $\mu$ and a $\mu$-measurable $\mathbb{R}^{N}$-valued function $\sigma$, with $|\sigma(x)|=1$ for $\mu$ almost every $x$, such that the distribution derivative of $\chi_{A}$ is given by $D \chi_{A}=\sigma \mu$. It is customary to use the notation $\left|D \chi_{A}\right|$ for the Radon measure $\mu$ and to write $\mathbf{n}_{A}=-\sigma$, so that

$$
D \chi_{A}=-\mathbf{n}_{A}\left|D \chi_{A}\right|
$$

and

$$
P(A, U)=\int_{U}\left|D \chi_{A}\right|
$$

We have defined $\mathbf{n}_{A}$ to be the negative of $\sigma$ so that $\mathbf{n}_{A}$ will be the outward unit normal to $A$.
(4) In case $A$ has locally finite perimeter in $U$, the reduced boundary of $A$, denoted by $\partial^{*} A$, is the set of $x \in U$ such that
(a) $\left|D \chi_{A}\right|(\mathbb{B}(x, r))>0$ holds for $r>0$,
(b) $\mathbf{n}_{A}(x)=\lim _{r \downarrow 0} \frac{\int_{\mathbb{B}(x, r)} \mathbf{n}_{A} d\left|D \chi_{A}\right|}{\left|D \chi_{A}\right|(\mathbb{B}(x, r))}$,

[^37](c) $\left|\mathbf{n}_{A}\right|=1$.

The structure theorem for sets of finite perimeter tells us that

$$
\begin{equation*}
\left|D \chi_{A}\right|=\mathcal{H}^{N-1} L \partial^{*} A \tag{7.33}
\end{equation*}
$$

Theorem 7.5.5 Let $U$ be an open set in $\mathbb{R}^{M+1}$ and let $R$ be an integermultiplicity current in $\mathcal{D}_{M+1}(U)$ with $\mathbf{M}_{W}(\partial R)<\infty$ for all $W \subset \subset U$. Then $T=\partial R$ is of integer multiplicity, and we can find a decreasing sequence of $(M+1)$-dimensional Lebesgue measurable sets $\left\{U_{j}\right\}_{j=-\infty}^{\infty}$ of locally finite perimeter in $U$ such that

$$
\begin{aligned}
R & =\sum_{j=1}^{\infty} \llbracket U_{j} \rrbracket-\sum_{j=-\infty}^{0} \llbracket U \backslash U_{j} \mathbf{} \\
T & =\sum_{j=-\infty}^{\infty} \partial \llbracket U_{j} \rrbracket \\
\mu_{T} & =\sum_{j=-\infty}^{\infty} \mu_{\partial} \llbracket U_{j} \mathbf{]}
\end{aligned}
$$

In particular,

$$
\mathbf{M}_{W}(T)=\sum_{j=-\infty}^{\infty} \mathbf{M}_{W}\left(\partial \llbracket U_{j} \rrbracket\right) \quad \text { for all } \quad W \subset \subset U
$$

Remark 7.5.6 Domains with locally finite perimeter correspond to Lebesgue measurable sets whose boundaries as currents have locally finite mass. Here we describe that correspondence.

Let $\star: \mathcal{D}\left(U, \mathbb{R}^{M+1}\right) \rightarrow \mathcal{D}^{M}(U)$ be the version of the Hodge star operator ${ }^{8}$ given by

$$
\star g=\sum_{j=1}^{M+1}(-1)^{j-1} g_{j} d x^{1} \wedge \cdots \wedge d x^{j-1} \wedge d x^{j+1} \wedge \cdots \wedge d x^{N+1} .
$$

Thus $d \star g=(\operatorname{div} g) d x^{1} \wedge \cdots \wedge d x^{M+1}$. Then, for any $(M+1)$-dimensional Lebesgue measurable set $A \subseteq U$, we see that

$$
\partial \llbracket A \rrbracket(\star g)=\llbracket A \mathbf{l}(d \star g)=\int_{U} \chi_{A} \operatorname{div} g d \mathcal{L}^{M+1}
$$

[^38]Thus, by definition of $\left|D \chi_{A}\right|$ and $\mathbf{M}(T)$, we find that for any $(M+1)$ dimensional Lebesgue measurable $A \subseteq U$,
(1) $A$ has locally finite perimeter in $U$ if and only if $\mathbf{M}_{W}(\partial \llbracket A \rrbracket)<\infty$ holds for all $W \subset \subset U$,
(2) in case $A$ has locally finite perimeter in $U$, then

$$
\begin{aligned}
\mathbf{M}_{W}(\partial \llbracket A \rrbracket) & =\int_{W}\left|D \chi_{A}\right|, \text { for all } W \subset \subset U \\
\stackrel{\partial \llbracket A \rrbracket}{ } & =\star \mathbf{n}_{A}, \text { at }\left|D \chi_{A}\right| \text {-almost every point of } U
\end{aligned}
$$

Proof of Theorem 7.5.5. Now $R$ must have the form

$$
R=\boldsymbol{\tau}(S, \theta, \xi)
$$

where $S$ is an $M+1$-dimensional Lebesgue measurable subset of $U$. We may suppose that $\xi(x)= \pm \mathbf{e}_{1} \wedge \cdots \wedge \mathbf{e}_{M+1}$ and $\theta \in \mathbb{Z}^{+}$for all $x \in U$ and that $\theta(x)=0$ holds for $x \in U \backslash S$.

Set

$$
\begin{aligned}
\theta_{+}(x) & =\left\{\begin{aligned}
\theta(x) & \text { if } \xi(x)=\mathbf{e}_{1} \wedge \cdots \wedge \mathbf{e}_{M+1} \\
0 & \text { otherwise }
\end{aligned}\right. \\
\theta_{-}(x) & =\left\{\begin{aligned}
\theta(x) & \text { if } \xi(x)=-\mathbf{e}_{1} \wedge \cdots \wedge \mathbf{e}_{M+1}, \\
0 & \text { otherwise }
\end{aligned}\right. \\
\tilde{\theta} & =\theta_{+}-\theta_{-}
\end{aligned}
$$

We have

$$
R(\omega)=\int_{S} a \tilde{\theta} d x
$$

where $\omega=a d x^{1} \wedge \cdots \wedge d x^{M+1} \in \mathcal{D}^{M+1}(U)$ and

$$
\begin{equation*}
\mathbf{M}_{W}(R)=\int_{W}|\tilde{\theta}| d x \tag{7.34}
\end{equation*}
$$

for all $W \subset \subset U$. Also we have

$$
\begin{equation*}
\mathbf{M}_{W}(T)=\int_{W}|D \widetilde{\theta}| \tag{7.35}
\end{equation*}
$$

for all $W \subset \subset U$, because we can convert between the left- and righthand sides of (7.35) by using the operation $\star$. Thus we see that $\widetilde{\theta} \in B V_{\text {loc }}(U)$.

Now let

$$
\begin{aligned}
U_{j} & =\left\{x \in U: \theta_{+}(x) \geq j\right\}, \\
W_{j} & =\left\{x \in U: \theta_{-}(x) \geq j\right\}
\end{aligned}
$$

for $j=1,2, \ldots$, so that

$$
\tilde{\theta}=\theta_{+}-\theta_{-}=\sum_{j=1}^{\infty} \chi_{U_{j}}-\sum_{j=1}^{\infty} \chi_{W_{j}} .
$$

Since

$$
\begin{aligned}
W_{j} & =\{x: \tilde{\theta}(x) \leq-j\} \\
& =U \backslash\{x: \widetilde{\theta}(x)>-j\}=U \backslash\{x: \widetilde{\theta}(x) \geq-j+1\}
\end{aligned}
$$

we can set

$$
U_{j}=\{x \in U: \theta(x) \geq-j\},
$$

for $j=0,-1,-2, \ldots$, and conclude that

$$
\tilde{\theta}=\sum_{j=1}^{\infty} \chi_{U_{j}}-\sum_{j=-\infty}^{0} \chi_{U \backslash U_{j}}
$$

and that

$$
R=\sum_{j=1}^{\infty} \mathbf{\llbracket} U_{j} \rrbracket-\sum_{j=-\infty}^{0} \llbracket U \backslash U_{j} \mathbf{]}
$$

in $U$.
Since $T(\omega)=\partial R(\omega)=R(d \omega), \omega \in \mathcal{D}^{M}(U)$, we have

$$
\begin{align*}
T & =\partial R \\
& =\sum_{j=1}^{\infty} \partial \llbracket U_{j} \rrbracket-\sum_{j=0}^{\infty} \partial \llbracket V_{j} \rrbracket \\
& =\sum_{j=-\infty}^{\infty} \partial \llbracket U_{j} \mathbf{\rrbracket} . \tag{7.36}
\end{align*}
$$

Hence we have the necessary decomposition of $T$; it remains only to prove that each $U_{j}$ has locally finite perimeter in $U$ and that the corresponding measures sum up.

To this end, we will use a smoothing argument. Choose $0<\epsilon<1 / 2$ and let $\psi_{j} \in C^{1}(\mathbb{R}), j \in \mathbb{Z}$, satisfy

- $\psi_{j}(t)=0$ for $t \leq j-1+\epsilon$;
- $\psi_{j}(t)=1$ for $t \geq j-\epsilon$;
- $0 \leq \psi_{j} \leq 1$;
- $\sup \left|\psi_{j}^{\prime}\right| \leq 1+3 \epsilon$.

Then, because $\tilde{\theta}$ is integer-valued, we have $\chi_{U_{j}}=\psi_{j} \circ \widetilde{\theta}$ for all $j \in \mathbb{Z}$.
Suppose that $a$ is a non-negative, compactly supported, continuous function on $U$ and that $g=\left(g^{1}, \ldots, g^{M+1}\right)$, where each component $g^{j}$ is a compactly supported, continuous function on $U$. Suppose that $|g| \leq a$ holds. For any choices of $k, \ell \in \mathbb{Z}$ with $k \leq \ell$, we have

$$
\begin{aligned}
\int_{U}(\operatorname{div} g) & \left(\sum_{j=k}^{\ell} \chi_{U_{j}}\right) d \mathcal{L}^{M+1}=\int_{U}(\operatorname{div} g)\left(\sum_{j=k}^{\ell} \psi_{j} \circ \tilde{\theta}\right) d \mathcal{L}^{M+1} \\
& =\lim _{\sigma \rightarrow 0^{+}} \int_{U}(\operatorname{div} g)\left(\sum_{j=k}^{\ell} \psi_{j} \circ \widetilde{\theta}^{(\sigma)}\right) d \mathcal{L}^{M+1} \\
& =-\lim _{\sigma \rightarrow 0^{+}} \int_{U} g \cdot\left(\sum_{j=k}^{\ell}\left[\operatorname{grad} \tilde{\theta}^{(\sigma)}\right]\left[\psi_{j}^{\prime} \circ \widetilde{\theta}^{(\sigma)}\right]\right) d \mathcal{L}^{M+1} \\
& \leq(1+3 \epsilon) \lim _{\sigma \rightarrow 0^{+}} \int_{U} a\left|\operatorname{grad} \widetilde{\theta}^{(\sigma)}\right| d \mathcal{L}^{M+1} \\
= & (1+3 \epsilon) \int_{U} a|D \tilde{\theta}| \\
= & (1+3 \epsilon) \int_{U} a d \mu_{T} .
\end{aligned}
$$

Here $\tilde{\theta}^{(\sigma)}$ are the mollified functions formed in our usual way (see Definition 5.5.1); we have used the fact that the mollification of a bounded variation function converges back to that function in a suitable topology (see [KPk 99; Section 3.6]), and we have also used (7.35).

By taking $k=\ell$, we see that each $U_{j}$ has locally finite perimeter in $U$. If instead we take $k=-\ell$ and set $R_{\ell}=\sum_{j=1}^{\ell} \llbracket U_{j} \rrbracket-\sum_{j=0}^{\ell} \llbracket V_{j} \rrbracket$, we see that (with $g$ as in Remark 7.5.6) the last display implies that

$$
\left|R_{\ell}(d \star g)\right| \leq(1+3 \epsilon) \int_{U} a d \mu_{T}
$$

Thus, with $T_{\ell}=\partial R_{\ell}$, we have that

$$
\int_{U} a d \mu_{T_{\ell}} \leq \int_{U} a d \mu_{T}
$$

holds for all $1 \leq \ell$ and all compactly supported $0 \leq a \in C^{\infty}(U)$.
Using (7.33), we also know that

$$
\begin{aligned}
R_{\ell}(d \star g) & =\sum_{j=-\ell}^{\ell} \int_{U} \operatorname{div} g \cdot \chi_{U_{j}} d x \\
& =\sum_{j=-\ell}^{\ell} \int_{\partial^{*} U_{j}} \mathbf{n}_{j} \cdot g d \mathcal{H}^{M}
\end{aligned}
$$

Here $\mathbf{n}_{j}$ is the outward unit normal for $U_{j}$ and $\partial^{*} U_{j}$ is the reduced boundary for $U_{j}$. Since $U_{j+1} \subseteq U_{j}$, we have $\mathbf{n}_{j}=\mathbf{n}_{k}$ on $\partial^{*} U_{j} \cap \partial^{*} U_{k}$. Thus the last line may be rewritten as

$$
\begin{equation*}
T_{\ell}(\star g)=\int_{U} \mathbf{n} \cdot g h_{\ell} d \mathcal{H}^{M} \tag{7.37}
\end{equation*}
$$

In (7.37) we have let $h_{\ell}=\sum_{j=-\ell}^{\ell} \chi_{\partial^{*} U_{j}}$ and let $\mathbf{n}$ be defined on $\bigcup_{j=-\infty}^{\infty} \partial^{*} U_{j}$ by $\mathbf{n}=\mathbf{n}_{j}$ on $\partial^{*} U_{j}$.

Since $|\mathbf{n}|=1$ on $\bigcup_{j=-\infty}^{\infty} \partial^{*} U_{j}$, we may thus conclude that

$$
\begin{aligned}
\int a d \mu_{T_{\ell}} & =\int a h_{\ell} d \mathcal{H}^{M} \\
& =\sum_{j=-\ell}^{\ell} \int_{\partial^{*} U_{j}} a d \mathcal{H}^{M} \\
& =\sum_{j=-\ell}^{\ell} \int a d \mu_{\partial} \llbracket U_{j} \rrbracket
\end{aligned}
$$

Letting $\ell \rightarrow+\infty$, we can now conclude that

$$
\mu_{T} \geq \sum_{j=-\infty}^{\infty} \mu_{\partial}\left\lfloor U_{U_{j}} \mathbf{]}\right.
$$

The reverse inequality of course follows directly from (7.36). Hence the proof is complete.

### 7.6 Slicing

Our first goal in this section is to define the concept of the "slice" of an integer-multiplicity current. Roughly speaking, we slice a current by intersecting it with the level set of a Lipschitz function. The process is closely related to the content of the coarea formula. First recall from Theorem 5.4.8 that if $S$ is an $\mathcal{H}^{M}$-measurable, countably $M$-rectifiable set, then, for $\mathcal{H}^{M_{-}}$ almost every $x \in S$, the approximate tangent plane $\mathbf{T}_{x} S$ exists. If, additionally, $f: \mathbb{R}^{M+K} \rightarrow \mathbb{R}$ is Lipschitz, then for $\mathcal{H}^{M}$-almost every $x \in S$, the approximate gradient $\nabla^{S} f(x): \mathbf{T}_{x} S \rightarrow \mathbb{R}$ also exists.

The following lemma is a special case of Theorem 5.4.8.
Lemma 7.6.1 Let $S$ be an $\mathcal{H}^{M}$-measurable, countably $M$-rectifiable set and let $f: \mathbb{R}^{M+K} \rightarrow \mathbb{R}$ be Lipschitz. If we define $S_{+}$to be the set of $x \in S$ for which $\mathbf{T}_{x} S$ and $\nabla^{S} f(x)$ exist and for which $\nabla^{S} f(x) \neq 0$, then, for $\mathcal{L}^{1}$-almost all $t \in \mathbb{R}$, the following statements hold:
(1) $S_{t}=f^{-1}(t) \cap S_{+}$is countably $\mathcal{H}^{M-1}$-rectifiable.
(2) For $\mathcal{H}^{M-1}$ almost every $x \in S_{t}$, the tangent spaces $\mathbf{T}_{x} S$ and $\mathbf{T}_{x} S_{t}$ both exist. In fact $\mathbf{T}_{x} S_{t}$ is an $(M-1)$-dimensional subspace of $\mathbf{T}_{x} S$ and

$$
\mathbf{T}_{x} S=\left\{y+\lambda \nabla^{S} f(x): y \in \mathbf{T}_{x} S_{t}, \lambda \in \mathbb{R}\right\}
$$

Finally, for any nonnegative $\mathcal{H}^{M}$-measurable function $g$ on $S$ we have

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(\int_{S_{t}} g d \mathcal{H}^{M-1}\right) d \mathcal{L}^{1}(t)=\int_{S}\left|\nabla^{S} f\right| g d \mathcal{H}^{M} \tag{3}
\end{equation*}
$$

Now we apply the lemma. We replace $g$ in statement (3) by $g \cdot \chi_{\{x: f(x)<t\}}$. We thus obtain the identity

$$
\int_{S \cap\{x: f(x)<t\}}\left|\nabla^{S} f\right| g d \mathcal{H}^{M}=\int_{-\infty}^{t} \int_{S_{u}} g d \mathcal{H}^{M-1} d \mathcal{L}^{1}(u) .
$$

Hence the lefthand side is an absolutely continuous function of $t$ and we may write

$$
\frac{d}{d t} \int_{S \cap\{x: f(x)<t\}}\left|\nabla^{S} f\right| g d \mathcal{H}^{M}=\int_{S_{t}} g d \mathcal{H}^{M-1} \quad \text { for all } t \in \mathbb{R}
$$

We let $T=\boldsymbol{\tau}(S, \theta, \xi)$ be an integer-multiplicity current in $U$, with $U$ an open set in $\mathbb{R}^{M+K}$. Let $f$ be a Lipschitz function on $U$ and let

$$
\theta_{+}(x)=\left\{\begin{array}{rll}
0 & \text { if } & \nabla^{S} f(x)=0 \\
\theta(x) & \text { if } & \nabla^{S} f(x) \neq 0
\end{array}\right.
$$

For almost every $t \in \mathbb{R}$ with $\mathbf{T}_{x} S, \mathbf{T}_{x} S_{t}$ existing for $\mathcal{H}^{m-1}$ almost every $x \in S_{t}$, and such that the identity (3) of Lemma 7.6.1 holds, we define $\xi_{t}(x)$ by

$$
\begin{equation*}
\xi_{t}(x)=\xi(x)\left\llcorner\left(\frac{\nabla^{S} f(x)}{\left|\nabla^{S} f(x)\right|}\right)\right. \tag{7.38}
\end{equation*}
$$

and we note that $\xi_{t}(x)$ has the following properties

- $\xi_{t}(x)$ is simple;
- $\xi_{t}(x)$ lies in $\wedge_{M-1}\left(\mathbf{T}_{x} S_{t}\right) \subseteq \bigwedge_{M-1}\left(\mathbf{T}_{x} S\right)$;
- $\xi_{t}(x)$ has unit length for $\mathcal{H}^{M-1}$ almost every $x \in S_{t}$.

Continuing to assume that the current $T \in \mathcal{D}_{M}(U)$ is given by $T=$ $\boldsymbol{\tau}(S, \theta, \xi)$, we define the slice of $T$ by the Lipschitz mapping $f$ as follows:

Definition 7.6.2 For almost every $t \in \mathbb{R}$, we know that $\mathbf{T}_{x} S, \mathbf{T}_{x} S_{t}$ exist and (3) of Lemma 7.6.1 holds for $\mathcal{H}^{M-1}$-almost every $x \in S_{t}$. We now define the integer-multiplicity current $\langle T, f, t\rangle \in \mathcal{D}_{M-1}$ by

$$
\langle T, f, t\rangle=\boldsymbol{\tau}\left(S_{t}, \theta_{t}, \xi_{t}\right),
$$

where $\xi_{t}(x)$ is as in (7.38) and

$$
\theta_{t}=\left.\theta_{+}\right|_{S_{t}} .
$$

We call $\langle T, f, t\rangle$ the slice of the current $T$ by the function $f$ at $t$. See Figure 7.6.

The next lemma records some of the main properties of slices.

## Lemma 7.6.3 Slices enjoy these features:



Figure 7.6: Slicing.
(1) For each open $W \subseteq U$,

$$
\begin{aligned}
\int_{-\infty}^{\infty} \mathbf{M}_{W}(\langle T, f, t\rangle) d \mathcal{L}^{1}(t) & =\int_{S \cap W}\left|\nabla^{S} f\right| \theta d \mathcal{H}^{M} \\
& \leq\left(\underset{S \cap W}{\operatorname{ess} \sup }\left|\nabla^{S} f\right|\right) \mathbf{M}_{W}(T)
\end{aligned}
$$

(2) If $\mathbf{M}_{W}(\partial T)<\infty$ for all $W \subset \subset U$, then for almost every $t \in \mathbb{R}$ we have

$$
\langle T, f, t\rangle=\partial[T \mathrm{~L}\{x: f(x)<t\}]-(\partial T) \mathrm{L}\{x: f(x)<t\} .
$$

(3) If $\partial T$ is of integer multiplicity in $\mathcal{D}_{M-1}(U)$ then, for almost every $t \in \mathbb{R}$, we have

$$
\langle\partial T, f, t\rangle=-\partial\langle T, f, t\rangle
$$

## Proof.

(1) To prove (1), take $g=\theta_{+}$in formula (3) of Lemma 7.6.1.
(2) Recall that the countable $M$-rectifiability of $S$ allows us to write

$$
S=\bigcup_{j=0}^{\infty} S_{j}
$$

where $S_{i} \cap S_{j}=\emptyset$ when $i \neq j, \mathcal{H}^{M}\left(S_{0}\right)=0$, and each $S_{j} \subseteq V_{j}, j \geq 1$, with $V_{j}$ an embedded, $C^{1}$ submanifold of $\mathbb{R}^{M+K}$. This decomposition, together with the definition of $\nabla^{S}$, shows that if $h$ is Lipschitz on $\mathbb{R}^{M+K}$ and if $h_{\sigma}$ are the mollifications of $h$ (formed in the usual way - see (5.31)) then, as $\sigma \rightarrow 0$,

$$
\begin{equation*}
v \cdot \nabla^{S} h_{\sigma} \text { converges to } v \cdot \nabla^{S} h \tag{7.39}
\end{equation*}
$$

in the weak topology of $L^{2}\left(\mu_{T}\right)$ ) for any fixed, bounded $\mathcal{H}^{M}$-measurable function $v$ with values in $\mathbb{R}^{M+K}$. To verify this assertion, one need only check that (2) holds with the $C^{1}$ submanifolds $V_{j}$ replacing $S_{j}$ and with $v$ vanishing on $\mathbb{R}^{M+K} \backslash S_{j}$; one approximates $v$ by a smooth function and exploits the fact that the $h_{\sigma}$ converge uniformly to $h$.

Now let $\epsilon>0$ and let $\gamma$ be the unique piecewise linear, continuous function satisfying

$$
\gamma(s)= \begin{cases}1 & \text { if } s<t-\epsilon \\ 0 & \text { if } s>t\end{cases}
$$

Then $\gamma$ is Lipschitz, and we apply the reasoning of the preceding paragraph to $h=\gamma \circ f$. Letting $\omega \in \mathcal{D}^{M}(U)$, we have

$$
\begin{aligned}
\partial T\left(h_{\sigma} \omega\right) & =T\left(d\left(h_{\sigma} \omega\right)\right) \\
& =T\left(d h_{\sigma} \wedge \omega\right)+T\left(h_{\sigma} d \omega\right) .
\end{aligned}
$$

Now, applying the integral representation (1.5.2.2) to $\partial T$, we see that

$$
\begin{equation*}
(\partial T \mathrm{~L} h)(\omega)=\lim _{\sigma \rightarrow 0^{+}} T\left(d h_{\sigma} \wedge \omega\right)+(T \mathrm{~L} h)(d \omega) \tag{7.40}
\end{equation*}
$$

Since $\xi(x)$ orients $\mathbf{T}_{x} S$, we have

$$
\begin{aligned}
\left\langle d h_{\sigma} \wedge \omega, \xi(x)\right\rangle & =\left\langle\left(d h_{\sigma}(x)\right)^{T} \wedge \omega^{T}, \xi(x)\right\rangle \\
& =\left\langle\left(d h_{\sigma}(x)\right)^{T} \wedge \omega, \xi(x)\right\rangle .
\end{aligned}
$$

Here $\lambda^{T}$ denotes the orthogonal projection of $\Lambda^{q}\left(\mathbb{R}^{M+K}\right)$ onto $\left.\Lambda^{q}\left(\mathbf{T}_{x} S\right)\right)$. We conclude that

$$
\begin{aligned}
T\left(d h_{\sigma} \wedge \omega\right) & =\int_{S}\left\langle\left(d h_{\sigma}(x)\right)^{T} \wedge \omega, \xi(x)\right\rangle \theta d \mathcal{H}^{M} \\
& =\int_{S}\left\langle\omega, \xi(x)\left\llcorner\nabla^{S} h_{\sigma}(x)\right\rangle \theta d \mathcal{H}^{M}\right.
\end{aligned}
$$

Thus we may use (7.39) to write

$$
\begin{equation*}
\lim _{\sigma \rightarrow 0^{+}} T\left(d h_{\sigma} \wedge \omega\right)=\int_{S}\left\langle\omega, \xi(x)\left\llcorner\nabla^{S} h(x)\right\rangle \theta d \mathcal{H}^{M}\right. \tag{7.41}
\end{equation*}
$$

By definition of $\nabla^{S} h$, and by the chain rule for Lipschitz functions, we have

$$
\begin{equation*}
\nabla^{S} h=\gamma^{\prime}(f) \nabla^{S} f \quad \text { for } \mathcal{H}^{M} \text { almost every point of } S \tag{7.42}
\end{equation*}
$$

Here we have used the convention that $\gamma^{\prime}(f)=0$ when $f$ takes one of the values $t$ or $t-\epsilon$ for which $\gamma$ is not differentiable. Notice also that $\nabla^{S} h(x)=$ $\nabla^{S} f(x)=0$ for $\mathcal{H}^{M}$ almost every point in $\{x \in S: f(x)=c\}, c$ a constant.

Now (7.40), (7.41), and (7.42) tell us that

$$
(\partial T \mathrm{~L} h)(\omega)=-\frac{1}{\epsilon} \int_{S \cap\{t-\epsilon<f<t\}}\left\langle\omega, \xi \mathrm{L} \nabla^{S} f\right\rangle \theta d \mathcal{H}^{M}+(T\llcorner h)(d \omega) .
$$

We conclude by letting $\epsilon \rightarrow 0$ and exploiting the remark following the proof of Lemma 7.6 .1 with $g=\theta\left\langle\omega, \xi L \nabla^{S} f /\right| \nabla^{S} f| \rangle$. In fact, by considering a countable dense set of $\omega \in \mathcal{D}^{M}(U)$, we can show that the aforementioned remark is applicable with this choice of $g$ except on a set $F$ of points $t$ having measure 0 , with $F$ independent of $\omega$. That completes the proof of (2).
(3) To prove part (3) of the theorem, we begin by applying part (2) with $\partial T$ replacing $T$. Since $\partial^{2}=0$, we find that

$$
\langle\partial T, f, t\rangle=\partial[(\partial T)\llcorner\{f<t\}] .
$$

If we instead apply $\partial$ to the identity in (2) we obtain

$$
\partial[(\partial T) L\{x: f(x)<t\}]=-\partial\langle T, f, t\rangle .
$$

Therefore part (3) is proved.

The righthand side of the equation in part (2) of Lemma 7.6.3 makes sense when $T$ and $\partial T$ are representable by integration, without the necessity of assuming that $T$ is an integer-multiplicity current. Thus we may consider slicing for an arbitrary current $T \in \mathcal{D}_{M}(U)$ which, together with its boundary, has locally finite mass in $U$. So suppose that $\mathbf{M}_{W}(T)+\mathbf{M}_{W}(\partial T)<\infty$ for all $W \subset \subset U$. Initially, we define two types of slices by

$$
\begin{equation*}
\left\langle T, f, t_{-}\right\rangle=\partial[T L\{x: f(x)<t\}]-(\partial T) L\{x: f(x)<t\} \tag{7.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle T, f, t_{+}\right\rangle=-\partial[T\llcorner\{x: f(x)>t\}]+(\partial T)\llcorner\{x: f(x)>t\} . \tag{7.44}
\end{equation*}
$$

For only countably many values of $t$ does it hold that

$$
\mathbf{M}[T\llcorner\{x: f(x)=t\}]+\mathbf{M}[(\partial T)\llcorner\{x: f(x)=t\}]>0 .
$$

For all other values of $t$, we have

$$
\left\langle T, f, t_{-}\right\rangle-\left\langle T, f, t_{+}\right\rangle=\partial[T L\{x: f(x) \neq t\}]-(\partial T) L\{x: f(x) \neq t\}=0
$$

and we denote the common value of $\left\langle T, f, t_{+}\right\rangle$and $\left\langle T, f, t_{-}\right\rangle$by $\langle T, f, t\rangle$.
The important facts about these slices are that, if $f$ is Lipschitz on $U$, then

$$
\begin{equation*}
\operatorname{spt}\left\langle T, f, t_{ \pm}\right\rangle \subset \operatorname{spt} T \cap\{x: f(x)=t\} \tag{7.45}
\end{equation*}
$$

and, for all open $W \subset U$,

$$
\begin{align*}
& \mathbf{M}_{W}\left(\left\langle T, f, t_{+}\right\rangle\right) \\
& \quad \leq \underset{W}{\operatorname{ess} \sup }|D f| \cdot \liminf _{h \rightarrow 0^{+}} \frac{1}{h} \mathbf{M}_{W}(T \mathrm{~L}\{t<f<t+h\})  \tag{7.46}\\
& \mathbf{M}_{W}\left(\left\langle T, f, t_{-}\right\rangle\right) \\
& \quad \leq \underset{W}{\operatorname{ess} \sup }|D f| \cdot \liminf _{h \rightarrow 0^{+}} \frac{1}{h} \mathbf{M}_{W}(T \mathrm{~L}\{t-h<f<t\}) . \tag{7.47}
\end{align*}
$$

Certainly $\mathbf{M}_{W}(T \mathrm{~L}\{f<t\})$ is increasing in $t$; thus the function is differentiable for almost every $t \in \mathbb{R}$ and

$$
\int_{a}^{b} \frac{d}{d t} \mathbf{M}_{W}\left(T\llcorner\{f<t\}) d \mathcal{L}^{1}(t) \leq \mathbf{M}_{W}(T\llcorner\{a<f<b\})\right.
$$

for any $a<b$. Thus (7.47) yields the following bound on the upper integral of the mass of the slices:

$$
\begin{equation*}
\bar{\int}_{a}^{b} \mathbf{M}_{W}\left(\left\langle T, f, t_{ \pm}\right\rangle\right) d \mathcal{L}^{1}(t) \leq \underset{W}{\operatorname{ess} \sup }|D f| \cdot \mathbf{M}_{W}(T \mathrm{~L}\{a<f<b\}) \tag{7.48}
\end{equation*}
$$

for every open $W \subset U$.

Now we prove (7.45), (7.46), and (7.47). First consider the case when $f$ is $C^{1}$ and let $\gamma$ be any smooth, increasing function from $\mathbb{R}$ to $\mathbb{R}^{+}$. We have

$$
\begin{align*}
\partial(T \mathrm{~L} \gamma \circ f)(\omega)-((\partial T) \mathrm{L} \gamma \circ f)(\omega) & =(T \mathrm{~L} \gamma \circ f)(d \omega)-((\partial T) \mathrm{L} \gamma \circ f)(\omega) \\
& =T(\gamma \circ f d \omega)-T(d(\gamma \circ f \omega)) \\
& =-T\left(\gamma^{\prime}(f) d f \wedge \omega\right) . \tag{7.49}
\end{align*}
$$

Now let $\epsilon>0$ be arbitrary and select $\gamma$ piecewise linear so that

$$
\gamma(t)= \begin{cases}0 & \text { for } t<a \\ 1 & \text { for } t>b\end{cases}
$$

We also suppose that $0 \leq \gamma^{\prime}(t) \leq[1+\epsilon] /[b-a]$ for $a<t<b$. Then the left side of (7.49) converges to $\left\langle T, f, a_{+}\right\rangle$if we let $b$ decrease to $a$. Hence (7.45) now follows because spt $\gamma^{\prime} \subset[a, b]$.

Furthermore, the righthand side $R$ of (7.49) is majorized by

$$
|R| \leq\left(\sup _{W}|D f|\right) \cdot\left(\frac{1+\epsilon}{b-a}\right) \cdot \mathbf{M}_{W}(T L\{a<f<b\}) \cdot\left(\sup _{W}|\omega|\right)
$$

for all $\omega$ with support in $W$. Hence we have (7.46) for $f \in C^{1}$. Equation (7.47) for $f \in C^{1}$ is proved similarly.

To handle the more general Lipschitz $f$, we simply examine $f_{\sigma}$ in place of $f$ in (7.43), (7.44) and in the preceding argument, and let $\sigma \rightarrow 0^{+}$to obtain the conclusion.

We conclude this section with a discussion of slicing a current $T \in \mathcal{D}_{M}$ by a Lipschitz function $F: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{L}$, where $2 \leq L \leq M$. The most straightforward approach is to formulate the definition iteratively. For example, if $T$ is integer-multiplicity, then define

$$
\left\langle T, F,\left(t_{1}, \ldots, t_{L}\right)\right\rangle=\left\langle\left\langle\cdots\left\langle\left\langle T, F_{1}, t_{1}\right\rangle, F_{2}, t_{2}\right\rangle, \cdots\right\rangle, F_{L}, t_{L}\right\rangle,
$$

where $F_{1}, F_{2}, \ldots, F_{L}$ are the components of $F$.
Of particular interest to us will be slicing the integer-multiplicity current $T=\boldsymbol{\tau}(S, \theta, \xi)$ by the orthogonal projection onto a coordinate $M$-plane. Let $\Pi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{M}$ map $\left(x_{1}, x_{2}, \ldots, x_{M+k}\right)$ to $\left(x_{1}, x_{2}, \ldots, x_{M}\right)$. Proceeding in a manner similar to Lemma 7.6.1, we define $S_{+}$to be the set of $x \in S$
for which $\mathbf{T}_{x} S$ and $\nabla^{S} \Pi(x)$ exist and for which $\nabla^{S} \Pi(x) \neq 0$. Then for $\mathcal{L}^{M}$-almost every $t=\left(t_{1}, \ldots, t_{M}\right)$, we have

$$
\begin{equation*}
\langle T, \Pi, t\rangle=\sum_{x \in \Pi^{-1}(t) \cap S_{+}} \sigma(x) \theta(x) \boldsymbol{\delta}_{x} \tag{7.50}
\end{equation*}
$$

where $\sigma(x)=\operatorname{sgn}(a)$ when $\left\langle\bigwedge_{M} \Pi, \xi(x)\right\rangle=a d x_{1} \wedge \cdots \wedge d x_{M}$.
The next proposition is then evident from the definition in (7.50).
Proposition 7.6.4 Let $\Pi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{M}$ be projection onto the coordinate plane as above.
(1) If $h: \mathbb{R}^{M} \rightarrow \mathbb{R}^{K}, A \subseteq \mathbb{R}^{M}$ is $\mathcal{L}^{M}$-measurable, and $H: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M+K}$ is given by $H(t)=(t, h(t))$, then

$$
\left\langle H_{\#} \llbracket A \rrbracket, \Pi, t\right\rangle=\boldsymbol{\delta}_{H(t)} .
$$

(2) For continuous $\phi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}$ and $\psi: \mathbb{R}^{M} \rightarrow \mathbb{R}$, if at least one of the two functions is compactly supported, then

$$
\int \psi(x)\langle T, p, x\rangle(\phi) d \mathcal{L}^{M} x=\left[T \mathrm{~L}(\psi \circ \Pi) d x_{1} \wedge \ldots \wedge d x_{M}\right](\phi) .
$$

The interested reader will find an extremely thorough treatment of slicing in a very general context in [Fed 69; Section 4.3].

### 7.7 The Deformation Theorem

One of the cornerstones of geometric measure theory, and more particularly of the theory of currents, is the deformation theorem. There are both scaled and unscaled versions of this result. The scaled version of the result is obtained by applying homotheties to the unscaled version, so we will concentrate on the unscaled version. First we need some notation that will be particular to this treatment:

- $1 \leq M, K \in \mathbb{Z}$ (we will be considering $M$-dimensional currents in $\left.\mathbb{R}^{\overline{M+K}}\right) ;$
- $C=[0,1] \times[0,1] \times \cdots \times[0,1]$ (the standard unit cube in $\mathbb{R}^{M+K}$ );
- $\mathbb{Z}^{M+K}=\left\{z=\left(z_{1}, z_{2}, \ldots, z_{M+K}\right): z_{j} \in \mathbb{Z}\right\}$ (the integer lattice);
- for $j=0,1, \ldots, M+K$, we will use $\mathcal{L}_{j}$ to denote the collection of all the $j$-dimensional faces occurring in the cubes

$$
\boldsymbol{t}_{z}(C)=\left[z_{1}, z_{1}+1\right] \times\left[z_{2}, z_{2}+1\right] \times \cdots \times\left[z_{M+K}, z_{M+K}+1\right]
$$

as $z=\left(z_{1}, z_{2}, \ldots, z_{M+K}\right) \in \mathbb{Z}^{M+K}$ ranges over the integer lattice.
Each $M$-dimensional face $F \in \mathcal{L}_{M}$ corresponds (once we make a choice of orientation) to an integer-multiplicity current 【F】. For currents having finite mass and having boundaries of finite mass, the deformation theorem tells us how such a current can be approximated by a linear combination of the $\llbracket F \rrbracket, F \in \mathcal{L}_{M}$. The name "deformation theorem" arises from the proof of the theorem. The precise statement is as follows:

Theorem 7.7.1 (Deformation Theorem, Unscaled Version) Suppose that $T$ is an $M$-dimensional current in $\mathbb{R}^{M+K}$ with

$$
\mathbf{M}(T)+\mathbf{M}(\partial T)<\infty
$$

Then we may write

$$
T-P=\partial R+S
$$

where $P \in \mathcal{D}_{M}\left(\mathbb{R}^{M+K}\right)$, $R \in \mathcal{D}_{M+1}\left(\mathbb{R}^{M+K}\right)$, and $S \in \mathcal{D}_{M}\left(\mathbb{R}^{M+K}\right)$ satisfy

$$
\begin{array}{ll}
P=\sum_{F \in \mathcal{L}_{M}} p_{F} \llbracket F \rrbracket, & \text { where } p_{F} \in \mathbb{R}, \text { for } F \in \mathcal{L}_{M} \\
\mathbf{M}(P) \leq c \mathbf{M}(T), & \mathbf{M}(\partial P) \leq c \mathbf{M}(\partial T) \\
\mathbf{M}(R) \leq c \mathbf{M}(T), & \mathbf{M}(S) \leq c \mathbf{M}(\partial T) \tag{7.53}
\end{array}
$$

The constant $c$ depends on $M$ and $K$. Further,

$$
\begin{aligned}
\operatorname{spt} P \cup \operatorname{spt} R & \subset\{x: \operatorname{dist}(x, \operatorname{spt} T)<2 \sqrt{M+K}\} \\
\operatorname{spt} \partial P \cup \operatorname{spt} S & \subset\{x: \operatorname{dist}(x, \operatorname{spt} \partial T)<2 \sqrt{M+K}\}
\end{aligned}
$$

Moreover, if $T$ is an integer-multiplicity current, then $P$ and $R$ can be chosen to be integer-multiplicity currents. Also, in this case, the numbers $p_{F}$ in (7.51) are integers. If in addition $\partial T$ is of integer multiplicity, then $S$ can be chosen to be of integer multiplicity. [We shall see later that, in case $T$ is of integer-multiplicity and $\mathbf{M}(\partial T)<\infty$, then $\partial T$ is automatically of integer multiplicity.]


Figure 7.7: The deformation theorem.

See Figure 7.7.
A few remarks about the unscaled deformation theorem are now in order. First, since $\partial S=\partial T-\partial P$ and $\mathbf{M}(\partial P) \leq c \mathbf{M}(\partial T)$, it is an immediate corollary that $\mathbf{M}(\partial S) \leq c \mathbf{M}(\partial T)$. Also, the inequalities $\mathbf{M}(\partial P) \leq c \mathbf{M}(\partial T)$ and $\mathbf{M}(S) \leq c \mathbf{M}(\partial T)$ yield immediately that when $\partial T=0$ then $\partial P=0$ and $S=0$.

For the record now, we shall also state the scaled version of the deformation theorem. In the statement, we will use the notation $\boldsymbol{\eta}_{t}: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{M+K}$ for the homothety defined by

$$
\boldsymbol{\eta}_{t}(x)=t x
$$

Theorem 7.7.2 (Deformation Theorem, Scaled Version) Fix $\rho>0$. Suppose that $T$ is an $M$-dimensional current in $\mathbb{R}^{M+K}$ with

$$
\mathbf{M}(T)+\mathbf{M}(\partial T)<\infty
$$

Then we may write

$$
T-P=\partial R+S
$$

where $P \in \mathcal{D}_{M}\left(\mathbb{R}^{M}+K\right), R \in \mathcal{D}_{M+1}\left(\mathbb{R}^{M+K}\right)$, and $S \in \mathcal{D}_{M}\left(\mathbb{R}^{M+K}\right)$. We have

$$
\begin{equation*}
P=\sum_{F \in \mathcal{L}_{M}} p_{F} \boldsymbol{\eta}_{\rho \#} \llbracket F \rrbracket, \tag{7.54}
\end{equation*}
$$

where $p_{F} \in \mathbb{R}$, for $F \in \mathcal{L}_{M}$, and

$$
\begin{array}{lrl}
\mathbf{M}(P) \leq c \mathbf{M}(T), & \mathbf{M}(\partial P) \leq c \mathbf{M}(\partial T) \\
\mathbf{M}(R) \leq c \rho \mathbf{M}(T), & \mathbf{M}(S) \leq c \rho \mathbf{M}(\partial T) . \tag{7.56}
\end{array}
$$

The constant c depends only on $M$ and $K$. Further,

$$
\begin{array}{r}
\operatorname{spt} P \cup \operatorname{spt} R \subset\{x: \operatorname{dist}(x, \operatorname{spt} T)<2 \sqrt{M+K} \rho\}, \\
\operatorname{spt} \partial P \cup \operatorname{spt} S \subset\{x: \operatorname{dist}(x, \operatorname{spt} \partial T)<2 \sqrt{M+K} \rho\}
\end{array}
$$

In the case that $T$ is of integer multiplicity then so are $P$ and $R$. If $\partial T$ is of integer multiplicity then so is $S$.

The scaled deformation theorem is an immediate consequence of applying the unscaled theorem to $\boldsymbol{\eta}_{1 / \rho \#} T$ and then applying $\boldsymbol{\eta}_{\rho \#}$ to the $P, R$, and $S$ so obtained. The two factors of $\rho$ in (7.56) occur because the dimension of $R$ is 1 more than the dimension of $T$ and the dimension of $S$ is 1 more than the dimension of $\partial T$. Thus it will suffice to prove the unscaled deformation theorem.

The essence of the proof of the unscaled theorem consists in pushingforward by a retraction to deform the current $T$ onto the $M$-skeleton $L_{M}$. The first step in our presentation of the proof will therefore be the construction of the retraction. For this construction, we introduce additional notation.

- For $j=0,1, \ldots, M+K$, set

$$
L_{j}=\bigcup_{F \in \mathcal{L}_{j}} F,
$$

so that $L_{j}$ is the $j$-skeleton of the cubical decomposition

$$
\bigcup_{z \in \mathbb{Z}^{M+K}}(z+C)
$$

of $\mathbb{R}^{M+K}$;

- for $j=0,1, \ldots, M+K$, set

$$
\widetilde{L}_{j}=\left(\frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}\right)+L_{j} .
$$

Clearly we have

$$
\mathbb{R}^{M+K}=L_{M+K} \supseteq L_{M+K-1} \supseteq L_{M+K-2} \supseteq \cdots \supseteq L_{0},
$$

and similar containments hold for the $\widetilde{L}_{j}$.
Observe that

$$
\begin{aligned}
\widetilde{L}_{0} \cap L_{M+K-1} & =\emptyset \\
\widetilde{L}_{1} \cap L_{M+K-2} & =\emptyset \\
& \vdots \\
\widetilde{L}_{K-1} \cap L_{M} & =\emptyset ;
\end{aligned}
$$

these equations hold because a point in $L_{M+K-j-1}$ must have $j+1$ integral coordinate values, whereas a point in $\widetilde{L}_{j}$ must have $M+K-j$ coordinate values that are multiples of $1 / 2$. Similarly we see that, for any face $F \in$ $\mathcal{L}_{M+K-j}$, the center of $F$ is the point of intersection of $F$ and $\widetilde{L}_{j}$. Thus the nearest point retraction $\xi_{j}: L_{M+K-j} \backslash L_{M+K-j-1} \rightarrow \widetilde{L}_{j}$ is well-defined. We define the retraction $\psi_{j}: L_{M+K-j} \backslash \widetilde{L}_{j} \rightarrow L_{M+K-j-1}$ by requiring that

- $\psi_{j}(x)=x$, if $x \in L_{M+K-j-1} ;$
- the line segment connecting $\psi_{j}(x)$ and $\xi_{j}(x)$ contains $x$, if $x \in L_{M+K-j} \backslash$ $\left[\widetilde{L}_{j} \cup L_{M+K-j-1}\right]$.

In effect $\psi_{j}$ radially projects the points in $F \in \mathcal{L}_{M+K-j}$ from the center of $F$ onto the relative boundary of $F$, so of course $\psi_{j}$ cannot be defined at the center of $F$ and still be continuous.

We define

$$
\psi: \mathbb{R}^{M+K} \backslash \widetilde{L}_{K-1} \rightarrow L_{M}
$$

by

$$
\psi=\psi_{K-1} \circ \psi_{K-2} \circ \cdots \circ \psi_{0} .
$$

Figure 7.8 illustrates the mapping $\psi$ (for $M=1$ and $K=2$ ) by showing how $\psi_{0}$ maps a curve in the unit cube onto the faces of the cube by radially projecting from the center of the cube. Then $\psi_{1}$ maps that projected curve onto the edges of the cube by radially projecting from the centers of the faces.

It is crucial to estimate the norm of the differential of $\psi$. Because $\psi$ is the composition of radial projections, one can bound $|D \psi|$ from below by

$$
1 \leq|D \psi|
$$



Figure 7.8: The mapping $\psi$.
One also expects to be able to bound $|D \psi|$ from above by a constant divided by the minimum distance to any of the centers of projection. We will prove such an upper bound, but in fact our proof will be more analytic than geometric. We will need the next elementary lemma.
Lemma 7.7.3 If $0 \leq a_{0} \leq a_{1} \leq \cdots \leq a_{j+1}<1 / 2$, then

$$
\prod_{i=0}^{j}\left(1+2 a_{i}-2 a_{i+1}\right)^{-1} \leq \frac{1}{1-2 a_{j+1}}
$$

Proof. We argue by induction. The result is obvious if $j=0$ and easily verified if $j=1$.

Now assuming that the result holds for $j$, we see that

$$
\begin{aligned}
\prod_{i=0}^{j+1}\left(1+2 a_{i}-2 a_{i+1}\right)^{-1} & \leq\left(1-2 a_{j+1}\right)^{-1}\left(1+2 a_{j+1}-2 a_{j+2}\right)^{-1} \\
& \leq \frac{1}{1-2 a_{j+2}}
\end{aligned}
$$

where the first inequality follows from the induction hypothesis and the second inequality follows from the case $j=1$.

Lemma 7.7.4 There is a constant $c=c=c(M, K)$ such that

$$
|D \psi(x)| \leq \frac{c}{\rho}
$$

holds for $\mathcal{L}^{M+K}$-almost every $x \in \mathbb{R}^{M+K} \backslash \widetilde{L}_{K-1}$, where $\rho=\operatorname{dist}\left(x, \widetilde{L}_{K-1}\right)$.

Proof. First note that if $\theta$ is the composition of reflections through planes of the form $\mathbf{e}_{j} \cdot x=k / 2, k \in \mathbb{Z}$, translations of the form $\boldsymbol{t}_{z}, z \in \mathbb{Z}^{M+K}$, and permutations of coordinates, then $\theta \circ \psi \circ \theta^{-1}=\psi$. Thus it suffices to consider points $x=\left(x_{1}, x_{2}, \ldots, x_{M+K}\right)$ of the form

$$
0<x_{1}<x_{2}<\cdots<x_{M+K}<1 / 2 .
$$

Since no coordinate of $x$ equals $1 / 2$, we have $x \notin \widetilde{L}_{M+K}$. One computes $\psi_{0}(x)$ by finding the smallest value of $t \in \mathbb{R}$ for which

$$
(1-t)\left(\frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}\right)+t\left(x_{1}, x_{2}, \ldots, x_{M+K}\right)
$$

has a coordinate equal to 0 . In fact, that smallest value of $t$ is $1 /\left(1-2 x_{1}\right)$ and we see that

$$
\psi_{0}(x)=\frac{1}{1-2 x_{1}}\left(0, x_{2}-x_{1}, \ldots, x_{M+K}-x_{1}\right)
$$

Proceeding in this way, we see that

$$
\psi_{1} \circ \psi_{0}(x)=\frac{1}{1-2 x_{1}} \frac{1}{1-2\left(x_{2}-x_{1}\right)}\left(0,0, x_{3}-x_{2}, \ldots, x_{M+K}-x_{2}\right)
$$

and, ultimately, that

$$
\begin{align*}
\psi(x)= & \psi_{K-1} \circ \psi_{K-2} \circ \cdots \circ \psi_{0}(x) \\
= & \left(1-2 x_{1}\right)^{-1} \prod_{j=1}^{K-1}\left[1-2\left(x_{j+1}-x_{j}\right)\right]^{-1}  \tag{7.57}\\
& \left(0,0, \ldots, 0, x_{K+1}-x_{K}, \ldots, x_{M+K}-x_{K}\right) \\
= & \prod_{j=0}^{K-1}\left(1+2 x_{j}-2 x_{j+1}\right)^{-1} \\
& \left(0,0, \ldots, 0, x_{K+1}-x_{K}, \ldots, x_{M+K}-x_{K}\right) \in L_{M},
\end{align*}
$$

where $x_{0}=0$.
By computing the partial derivatives of

$$
\left(x_{I}-x_{K}\right) \prod_{j=0}^{K-1}\left(1+2 x_{j}-2 x_{j+1}\right)^{-1}, \text { for } 1+K \leq I \leq M+K
$$

and using the estimate in Lemma 7.7.3, we see that each

$$
\left|\frac{\partial\left(\mathbf{e}_{I} \cdot \psi\right)}{\partial x_{J}}\right|
$$

can be bounded by a constant multiple of $\left(1-2 x_{M+K}\right)^{-1}$. Since the point of $\widetilde{L}_{K-1}$ nearest to $x$ is $\left(x_{1}, x_{2}, \ldots, x_{K-1}, \frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}\right)$, we have

$$
\rho=2^{-1}\left(\sum_{j=K}^{M+K}\left(1-2 x_{j}\right)^{2}\right)^{1 / 2} \geq 2^{-1}\left(1-2 x_{M+K}\right),
$$

so the desired bound holds.

### 7.8 Proof of the Unscaled Deformation Theorem

We divide the proof into four steps.
Step 1. We claim that

$$
\int_{\widetilde{C}}|D \psi(x)|^{M} d \mathcal{L}^{M+K} x<\infty
$$

where $\widetilde{C}=\left[-\frac{1}{2}, \frac{1}{2}\right] \times\left[-\frac{1}{2}, \frac{1}{2}\right] \times \cdots \times\left[-\frac{1}{2}, \frac{1}{2}\right]$.
Using the estimate in Lemma 7.7.4, we see that it will suffice to bound $\int_{\widetilde{C}}(\widetilde{\rho})^{-M} d \mathcal{L}^{M+K}$, where $\widetilde{\rho}$ is the distance from a point in $\mathbb{R}^{M+K}$ to the union of the $(K-1)$-dimensional coordinate planes. Since the distance from a point to the union of the $(K-1)$-dimensional coordinate planes is the minimum of the distances to each of the individual $(K-1)$-dimensional coordinate planes, if we write $x=\left(x^{\prime}, x^{\prime \prime}\right) \in \mathbb{R}^{M+K}$ where $x^{\prime} \in \mathbb{R}^{M+1}$ and $x^{\prime \prime} \in \mathbb{R}^{K-1}$, then it will suffice to bound $\int_{\widetilde{C}}\left|x^{\prime}\right|^{-M} d \mathcal{L}^{M+K} x$. We may also replace $\widetilde{C}$ by the larger set $B_{1} \times B_{2}$, where

$$
\begin{aligned}
& B_{1}=\left\{x^{\prime} \in \mathbb{R}^{M+1}:\left|x^{\prime}\right| \leq 2^{-1}(M+1)^{1 / 2}\right\}, \\
& B_{2}=\left\{x^{\prime \prime} \in \mathbb{R}^{K-1}:\left|x^{\prime \prime}\right| \leq 2^{-1}(K-1)^{1 / 2}\right\} .
\end{aligned}
$$

We have

$$
\begin{aligned}
& \int_{\widetilde{C}}\left|x^{\prime}\right|^{-M} d \mathcal{L}^{M+K} x \leq \int_{B_{1}} \int_{B_{2}}\left|x^{\prime}\right|^{-M} d \mathcal{L}^{M+1} x^{\prime} d \mathcal{L}^{K-1} x^{\prime \prime} \\
& \quad=\mathcal{L}^{K-1}\left(B_{2}\right) \cdot \int_{0}^{2^{-1}(M+1)^{1 / 2}} \int_{\mathbb{R}^{M+1} \cap\{\xi:|\xi|=r\}} r^{-M} d \mathcal{H}^{M} \xi d \mathcal{L}^{1} r \\
& \quad=\mathcal{L}^{K-1}\left(B_{2}\right) \cdot \mathcal{H}^{M}\left(\mathbb{R}^{M+1} \cap\{\xi:|\xi|=1\}\right) \cdot 2^{-1}(M+1)^{1 / 2}<\infty .
\end{aligned}
$$

Step 2. There exists a point $a \in \widetilde{C}$ such that

$$
\begin{aligned}
\int|D \psi(x)|^{M} d\left\|\boldsymbol{t}_{a \#} T\right\| x & \leq c \mathbf{M}(T) \\
\int|D \psi(x)|^{M} d\left\|\boldsymbol{t}_{a \#} \partial T\right\| x & \leq c \mathbf{M}(\partial T)
\end{aligned}
$$

hold, where $c$ depends only on $M$ and $K$. (Recall that $\|W\|$ denotes the total variation measure of the current $W$.)

Set

$$
c=4 \int_{\widetilde{C}}|D \psi(x)|^{M} d \mathcal{L}^{M+K} x .
$$

By the symmetry in the construction of $\psi$ we have

$$
\int_{\widetilde{C}}|D \psi(x+a)|^{M} d \mathcal{L}^{M+K} a=\int_{\widetilde{C}}|D \psi(a)|^{M} d \mathcal{L}^{M+K} a=c / 4 .
$$

By Fubini's theorem, we have

$$
\begin{aligned}
(c / 4) \mathbf{M}(T) & =\iint_{\widetilde{C}}|D \psi(x+a)|^{M} d \mathcal{L}^{M+K} a d\|T\| x \\
& =\int_{\widetilde{C}} \int|D \psi(x+a)|^{M} d\|T\| x d \mathcal{L}^{M+K} a
\end{aligned}
$$

Set

$$
\begin{aligned}
G_{1} & =\left\{a \in \widetilde{C}: \int|D \psi(x+a)|^{M} d\|T\| x \leq c \mathbf{M}(T)\right\} \\
B_{1}=\widetilde{C} \backslash G_{1} & =\left\{a \in \widetilde{C}: \int|D \psi(x+a)|^{M} d\|T\| x>c \mathbf{M}(T)\right\}
\end{aligned}
$$

We have

$$
\int_{\widetilde{C}} \int|D \psi(x+a)|^{M} d\|T\| x d \mathcal{L}^{M+K} a \geq c \mathbf{M}(T) \mathcal{L}^{M+K}\left(B_{1}\right)
$$

so, if $\mathcal{L}^{M+K}\left(B_{1}\right) \geq 1 / 3$ held, then we would have $(c / 4) \mathbf{M}(T) \geq(c / 3) \mathbf{M}(T)$. That is a contradiction. Thus we have $\mathcal{L}^{M+K}\left(B_{1}\right)<1 / 3$ and $\mathcal{L}^{M+K}\left(G_{1}\right) \geq$ $2 / 3$.

A similar argument shows that

$$
G_{2}=\left\{a \in \widetilde{C}: \int|D \psi(x+a)|^{M} d\|\partial T\| x \leq c \mathbf{M}(\partial T)\right\}
$$

satisfies $\mathcal{L}^{M+K}\left(G_{2}\right) \geq 2 / 3$.
We have

$$
\begin{aligned}
\mathcal{L}^{M+K}\left(G_{1} \cap G_{2}\right) & =\mathcal{L}^{M+K}\left(G_{1}\right)+\mathcal{L}^{M+K}\left(G_{2}\right)-\mathcal{L}^{M+K}\left(G_{1} \cup G_{2}\right) \\
& \geq \mathcal{L}^{M+K}\left(G_{1}\right)+\mathcal{L}^{M+K}\left(G_{2}\right)-\mathcal{L}^{M+K}(\widetilde{C}) \geq 1 / 3
\end{aligned}
$$

Thus there exists $a \in G_{1} \cap G_{2}$. Finally, we observe that

$$
\int|D \psi(x)|^{M} d\left\|\boldsymbol{t}_{a \#} T\right\| x=\int|D \psi(x+a)|^{M} d\|T\| x
$$

and

$$
\int|D \psi(x)|^{M} d\left\|\partial \boldsymbol{t}_{a \#} T\right\| x=\int|D \psi(x+a)|^{M} d\|\partial T\| x
$$

hold.
Step 3. Now we fix an $a \in \widetilde{C}$ as in Step 2 above and write $\widetilde{T}=\boldsymbol{t}_{a \#} T$. Applying the homotopy formula (see (7.22) in Subsection 7.4.3), we have

$$
\begin{equation*}
T=\widetilde{T}+\partial h_{\#}(\llbracket(0,1) \rrbracket \times T)+h_{\#}(\mathbb{【}(0,1) \mathbf{]} \times \partial T), \tag{7.58}
\end{equation*}
$$

where $h$ is the affine homotopy

$$
h(t, x)=t x+(1-t) \psi(x)
$$

between the identity map and $\boldsymbol{t}_{a}$. We have the estimates

$$
\begin{aligned}
\mathbf{M}\left[h_{\#}(\llbracket(0,1) \rrbracket \times T)\right] & \leq|a| \mathbf{M}(T) \\
\mathbf{M}\left[h_{\#}(\llbracket(0,1) \rrbracket \times \partial T)\right] & \leq|a| \mathbf{M}(\partial T) .
\end{aligned}
$$

We also have

$$
\begin{equation*}
\widetilde{T}=\psi_{\#} \widetilde{T}+\partial k_{\#}(\mathbf{[}(0,1) \mathbf{]} \times \widetilde{T})+k_{\#}(\mathbf{[}(0,1) \mathbf{]} \times \partial \widetilde{T}), \tag{7.59}
\end{equation*}
$$

where $k$ is the affine homotopy

$$
k(t, x)=t x+(1-t) \psi(x)
$$

between the identity map and $\psi$. We also note the estimates

$$
\begin{aligned}
\mathbf{M}\left[k_{\#}(\llbracket(0,1) \rrbracket \times \widetilde{T})\right] & \leq 2^{-1}(M+K)^{1 / 2} \int|D \psi(x)|^{M} d\|\widetilde{T}\| x \\
& \leq 2^{-1}(M+K)^{1 / 2} c \mathbf{M}(T) \\
\mathbf{M}\left[k_{\#}(\llbracket(0,1) \rrbracket \times \partial \widetilde{T})\right] & \leq 2^{-1}(M+K)^{1 / 2} \int|D \psi(x)|^{M-1} d\|\partial \widetilde{T}\| x \\
& \leq 2^{-1}(M+K)^{1 / 2} \int|D \psi(x)|^{M} d\|\partial \widetilde{T}\| x \\
& \leq 2^{-1}(M+K)^{1 / 2} c \mathbf{M}(\partial T) \\
\mathbf{M}\left(\psi_{\#} \widetilde{T}\right) & \leq \int|D \psi(x)|^{M} d\|\widetilde{T}\| x \leq c \mathbf{M}(T), \\
\mathbf{M}\left(\psi_{\#} \partial \widetilde{T}\right) & \leq \int|D \psi(x)|^{M-1} d\|\partial \widetilde{T}\| x \\
& \leq \int|D \psi(x)|^{M} d\|\partial \widetilde{T}\| x \leq c \mathbf{M}(\partial T)
\end{aligned}
$$

Combining (7.58) and (7.59), we have

$$
\begin{aligned}
T-\psi_{\#} \widetilde{T} & =\partial\left[h_{\#}(\llbracket(0,1) \rrbracket \times T)+k_{\#}(\llbracket(0,1) \mathbf{\rrbracket} \widetilde{T})\right] \\
& +h_{\#}(\llbracket(0,1) \rrbracket \times \partial T)+k_{\#}(\mathbb{\text { 【 }}(0,1) \rrbracket \times \partial \widetilde{T}) .
\end{aligned}
$$

We set

$$
R=h_{\#}(\llbracket(0,1) \rrbracket \times T)+k_{\#}(\llbracket(0,1) \rrbracket \times \widetilde{T})
$$

and

$$
S_{1}=h_{\#}(\mathbf{[}(0,1) \mathbf{]} \times \partial T)+k_{\#}(\mathbf{【}(0,1) \mathbf{]} \times \partial \widetilde{T})
$$

Note that $R$ is integer-valued if $T$ is and $S_{1}$ is integer-valued if $\partial T$ is. Also we have

$$
\begin{array}{r}
\operatorname{spt} R \subset\{x: \operatorname{dist}(x, \operatorname{spt} T)<2 \sqrt{M+K}\} \\
\operatorname{spt} S_{1} \subset\{x: \operatorname{dist}(x, \operatorname{spt} \partial T)<2 \sqrt{M+K}\}
\end{array}
$$

Step 4. While $\psi_{\#} \widetilde{T}$ is supported in $L_{M}$, it need not have the form

$$
\sum_{F \in \mathcal{L}_{M}} p_{F} 【 F \rrbracket
$$

required by (7.51). Following Simon, we will now show how $\psi_{\#} \widetilde{T}$ can be used to construct $P$ as in (7.51).

Write $Q=\psi_{\#} \widetilde{T}$. We have

$$
\begin{equation*}
\operatorname{spt} Q \subset L_{M} \tag{7.60}
\end{equation*}
$$

Let $F$ be one of the faces in $L_{M}$ (that is to say, $F \in \mathcal{L}_{M}$ ) and let $\stackrel{\circ}{F}$ be the interior of $F$. Suppose that $F \subset \mathbb{R}^{M} \times\{0\} \subset \mathbb{R}^{M+K}$ and let $p$ be orthogonal projection onto $\mathbb{R}^{M} \times\{0\}$. The construction of $\psi$ tells us that $p \circ \psi=\psi$ in a neighborhood of any point $y \in \stackrel{\circ}{F}$. Thus we have that

$$
p_{\#}(Q \mathbf{L} \stackrel{\circ}{F})=Q \mathbf{L} \stackrel{\circ}{F} .
$$

Identifying $\mathbb{R}^{M} \times\{0\}$ with $\mathbb{R}^{M}$ and applying Proposition 7.3 .4 , we obtain a function of bounded variation $\theta_{F}$ such that

$$
\begin{equation*}
\mathbf{M}(Q \mathbf{L} \stackrel{\circ}{F})=\int_{\stackrel{\circ}{F}}\left|\theta_{F}\right| d \mathcal{L}^{M} x \tag{7.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}((\partial Q) \mathbf{L} \stackrel{\circ}{F})=\int_{\stackrel{\circ}{F}}\left|D \theta_{F}\right| \tag{7.62}
\end{equation*}
$$

hold and such that

$$
\begin{equation*}
(Q \mathbf{L} \stackrel{\circ}{F})(\omega)=\int_{\stackrel{\circ}{F}}\left\langle\omega(x), e_{1} \wedge e_{2} \wedge \cdots \wedge e_{n}\right\rangle \theta_{F}(x) d \mathcal{L}^{M} x \tag{7.63}
\end{equation*}
$$

holds for all $\omega \in \mathcal{D}^{M}\left(\mathbb{R}^{M}\right)$.
In addition, by (7.63),

$$
\left(Q\llcorner\stackrel{\circ}{F}-\beta \llbracket F \rrbracket)(\omega)=\int_{\stackrel{\circ}{F}}\left(\theta_{F}-\beta\right)\left\langle\omega(x), e_{1} \wedge \cdots \wedge e_{M}\right\rangle d \mathcal{L}^{M} x .\right.
$$

Thus，we have

$$
\begin{align*}
\mathbf{M}(Q \mathbf{L} \stackrel{\circ}{F}-\beta \llbracket F \rrbracket) & =\int_{\stackrel{\circ}{F}}\left|\theta_{F}-\beta\right| d \mathcal{L}^{M} x  \tag{7.64}\\
\mathbf{M}(\partial(Q \mathbf{L} \stackrel{\circ}{F}-\beta \llbracket F \mathbf{]})) & =\int_{\mathbb{R}^{M}}\left|D\left(\chi_{\stackrel{\circ}{F}}\left(\theta_{F}-\beta\right)\right)\right| . \tag{7.65}
\end{align*}
$$

Now let us take $\beta=\beta_{F}$ such that

$$
\min \left\{\mathcal{L}^{M}\left\{x \in \stackrel{\circ}{F}: \theta_{F} \geq \beta\right\}, \mathcal{L}^{M}\left\{x \in \stackrel{\circ}{F}: \theta_{F}(x) \leq \beta\right\}\right\} \geq \frac{1}{2}
$$

Note that we can do this because $\mathcal{L}^{M}\left(\circ^{\circ}\right)=1$ ．Also we may take $\beta_{F} \in \mathbb{Z}$ whenever $\theta_{F}$ is integer－valued．

We have now，by Theorem 5．5．6，Theorem 5．5．7，（7．61），（7．62），（7．64）， and（7．65），that

$$
\begin{align*}
\mathbf{M}(Q\llcorner\stackrel{\circ}{F}-\beta 【 F \rrbracket) & \leq c \int_{\stackrel{\circ}{F}}\left|D \theta_{F}\right|=c \mathbf{M}(\partial Q \mathbf{L} \stackrel{\circ}{F})  \tag{7.66}\\
\mathbf{M}(\partial(Q\llcorner\stackrel{\circ}{F}-\beta 【 F \rrbracket)) & \leq c \int_{\stackrel{\circ}{F}}\left|D \theta_{F}\right|=c \mathbf{M}(\partial Q \mathbf{L} \stackrel{\circ}{F}) . \tag{7.67}
\end{align*}
$$

It is also the case that

$$
\begin{equation*}
Q\llcorner\partial F=0 \tag{7.68}
\end{equation*}
$$

Now，summing over $F \in \mathcal{L}_{M}$ and using（7．66），（7．67），and（7．68），with $P=\sum_{F \in \mathcal{L}_{M}} \beta_{F} \llbracket F \mathbf{】}$ ，we see that

$$
\begin{align*}
\mathbf{M}(Q-P) & \leq c \mathbf{M}(\partial Q)  \tag{7.69}\\
\mathbf{M}(\partial Q-\partial P) & \leq c \mathbf{M}(\partial Q) \tag{7.70}
\end{align*}
$$

Actually our choice of $\beta_{F}$ tells us that

$$
\left|\beta_{F}\right| \leq 2 \int_{\dot{F}}\left|\theta_{F}\right| d \mathcal{L}^{M} x
$$

Thus，again using（7．64），and since $\mathbf{M}(P)=\sum_{F}\left|\beta_{F}\right|$ ，

$$
\begin{equation*}
\mathbf{M}(P) \leq c \mathbf{M}(Q) \tag{7.71}
\end{equation*}
$$

We also know，from（7．70）above（and the triangle inequality），that

$$
\begin{equation*}
\mathbf{M}(\partial P) \leq c \mathbf{M}(\partial Q) \tag{7.72}
\end{equation*}
$$

Finally，we write

$$
\begin{equation*}
T-P=\partial R+S \tag{7.73}
\end{equation*}
$$

where $S=S_{1}+(Q-P)$ ，and the deformation theorem follows．

### 7.9 Applications of the Deformation Theorem

There are some immediate applications of the deformation theorem that amply illustrate the power of the theorem. These are:

- The isoperimetric theorem;
- The weak polyhedral approximation theorem;
- The boundary rectifiability theorem.

Theorem 7.9.1 (Isoperimetric Inequality) Let $M \geq 2$. Suppose that $T \in \mathcal{D}_{M-1}\left(\mathbb{R}^{M+K}\right)$ is of integer multiplicity. Assume that $\operatorname{spt} T$ is compact and that $\partial T=0$. Then there is a compactly supported, integer-multiplicity current $R \in \mathcal{D}_{M}\left(\mathbb{R}^{M+K}\right)$ such that $\partial R=T$ and

$$
[\mathbf{M}(R)]^{(M-1) / M} \leq c \mathbf{M}(T)
$$

Here the constant $c$ depends on $M$ and $K$.
The theorem deserves some commentary. In its most classical formulation, the current $T$ is a current of integration on a simple, closed curve $\gamma$ in $\mathbb{R}^{2}$. Of course the mass of $T$ is then its length. The current $R$ is then a 2-dimensional current (i.e., a region in the plane) whose boundary is $T$. And the conclusion of the theorem is then that the square root of the area of $R$ is majorized by a constant times the mass of $T$. We know, both intuitively and because of the classical isoperimetric theorem, that the extremal curve $T$-that is, the curve that encloses the largest area for a given perimeter (see Figure 7.9) - is the circle. Let us say that that extermal curve is a circle of radius $r$. Its mass is $2 \pi r$. The region inside this curve is a disc of radius $r$, and its mass is $\pi r^{2}$. In this situation the asserted inequality is obvious with constant $c=1 /[2 \sqrt{\pi}]$. A similar discussion of course applies in higherdimensional Euclidean space, with "circle" and "disc" replaced by "sphere" and "ball".

Proof of the Theorem: The case $T=0$ is trivial, so let us assume that $T \neq 0$. Let $P, R, S$ be integer-multiplicity currents as in Theorem 7.7.2, the scaled version of the deformation theorem, applied with $M$ replaced by $M-1$


Figure 7.9: The isoperimetric inequality.
and $K$ replaced by $K+1$. For the moment, $\rho>0$ is arbitrary; observe also that $S=0$ because $\partial T=0$.

Clearly, because

$$
\mathbf{M}\left(\boldsymbol{\eta}_{\rho \#} \llbracket F \rrbracket\right)=\mathcal{H}^{M-1}[\boldsymbol{\eta}(F)]=\rho^{M-1}
$$

for all $F \in \mathcal{F}_{M-1}$, we know that

$$
\mathbf{M}(P)=N(\rho) \rho^{M-1}
$$

for some nonnegative integer $N(\rho)$. Theorem 7.7.2 tells us that $\mathbf{M}(P) \leq$ $c \mathbf{M}(T)$. If we take

$$
\begin{equation*}
\rho=[2 c \mathbf{M}(T)]^{1 /(M-1)}, \tag{7.74}
\end{equation*}
$$

then we have

$$
N(\rho) 2 c \mathbf{M}(T)=N(\rho) \rho^{M-1}=\mathbf{M}(P) \leq c \mathbf{M}(T)
$$

so $2 N(\rho) \leq 1$, implying that $N(\rho)=0$.
Choosing $\rho$ as in (7.74), we have $P=0$. Theorem 7.7.1 now tells us that $T=\partial R$ for the compactly supported, integer-multiplicity current $R$ and we have

$$
\mathbf{M}(R) \leq c \rho \mathbf{M}(T)=2^{1 /(M-1)} c^{M /(M-1)}[\mathbf{M}(T)]^{M /(M-1)} .
$$

Theorem 7.9.2 (Weak Polyhedral Approximation Theorem) Let $T \in \mathcal{D}_{M}(U)$ be any integer-multiplicity current with $\mathbf{M}_{W}(\partial T)<\infty$ for all $W \subset \subset U$. Then there is a sequence $\left\{P_{K}\right\}$ of currents of the form

$$
\begin{equation*}
P_{K}=\sum_{F \in \mathcal{F}_{M}} p_{F}^{(K)} \boldsymbol{\eta}_{\rho \#} \llbracket F \mathbf{]}, \tag{7.75}
\end{equation*}
$$

for $p_{F}^{(K)} \in \mathbb{Z}$ and $\rho_{K} \downarrow 0$ with $P_{K}$ converging weakly to $T$ (so $\partial P_{K}$ also converges weakly to $\partial T$ ) in $U$.

Proof. First consider the case $U=\mathbb{R}^{M+K}$ and $\mathbf{M}(T)<\infty, \mathbf{M}(\partial T)<\infty$. Now we just use the deformation theorem directly: For any sequence $\rho_{K} \downarrow 0$, Theorem 7.7.1, the scaled version of the deformation theorem, applied with $\rho=\rho_{K}$, yields $P_{K}$ as in (7.75) such that

$$
T-P_{K}=\partial R_{K}+S_{K}
$$

for some $R_{K}, S_{K}$ such that

$$
\begin{aligned}
\mathbf{M}\left(R_{K}\right) & \leq c \rho_{K} \mathbf{M}(T) \rightarrow 0 \\
\mathbf{M}\left(S_{K}\right) & \leq c \rho_{K} \mathbf{M}(\partial T) \rightarrow 0
\end{aligned}
$$

and

$$
\mathbf{M}\left(P_{K}\right) \leq c \mathbf{M}(T) \quad \text { and } \quad \mathbf{M}\left(\partial P_{K}\right) \leq c \mathbf{M}(\partial T)
$$

Clearly the last three lines give $P_{K}(\omega) \rightarrow T_{K}(\omega)$ for all $\omega \in \mathcal{D}^{M}\left(\mathbb{R}^{M+K}\right)$. Also $\partial P_{K}=0$ if $\partial T=0$. Hence the theorem is established if $U=\mathbb{R}^{M+K}$ and $T, \partial T$ are of finite mass.

For the general case, let us take any Lipschitz function $\phi$ on $\mathbb{R}^{M+K}$ such that $\phi>0$ in $U$ and $\phi=0$ on $\mathbb{R}^{M+K} \backslash U$. We further assume that $\{x=$ $\phi(x)>\lambda\} \subset \subset U$ for all $\lambda>0$. For $\mathcal{L}^{1}$-almost every $\lambda>0$, Lemma 7.6.3 implies that $T_{\lambda} \equiv T L\{x: \phi(x)>\lambda\}$ is such that $\mathbf{M}\left(\partial T_{\lambda}\right)<\infty$. Since $\operatorname{spt} T_{\lambda} \subset \subset U$, we can use the above argument to approximate $T_{\lambda}$ for any such $\lambda$. Then, for a suitable sequence $\lambda_{j} \downarrow 0$, the required approximation is an immediate consequence.

Theorem 7.9.3 (Boundary Rectifiability Theorem) Let $T$ be an integermultiplicity current in $\mathcal{D}_{M}$ such that $\mathbf{M}_{W}(\partial T)<\infty$ for all $W \subset \subset U$. Then $\partial T$, which is an element of $\mathcal{D}_{M-1}(U)$, is an integer multiplicity current.

Proof. This is a direct consequence of the last theorem and of the compactness theorem, Theorem 7.5.2, applied to integer-multiplicity currents of dimension $M-1$.

Remark 7.9.4 The compactness theorem is not proved until Section 8.1.6. We will see there that the proof of the compactness theorem for integermultiplicity currents of dimension $M$ uses the boundary rectifiability theorem for currents of dimension $M-1$. So logically the compactness theorem and boundary rectifiability theorem are proved together in an induction that begins with the compactness theorem for integer-multiplicity currents of dimension 0 .

## Chapter 8

## Currents and the Calculus of Variations

### 8.1 Proof of the Compactness Theorem

First let us recall the statement of the compactness theorem, Theorem 7.5.2:
The Compactness Theorem for Integer-Multiplicity Currents
Let $\left\{T_{j}\right\} \subseteq \mathcal{D}_{M}(U)$ be a sequence of integer-multiplicity currents such that

$$
\sup _{j \geq 1}\left[\mathbf{M}_{W}\left(T_{j}\right)+\mathbf{M}_{W}\left(\partial T_{j}\right)\right]<\infty \quad \text { for all } W \subset \subset U
$$

Then there is an integer-multiplicity current $T \in \mathcal{D}_{M}(U)$ and a subsequence $\left\{T_{j^{\prime}}\right\}$ such that $T_{j^{\prime}} \rightarrow T$ weakly in $U$.

Logically the compactness theorem and boundary rectifiability theorem are proved in tandem by induction on $M$, the dimension of the currents. The induction begins with the straightforward proof of the compactness theorem in the case $M=0$. That proof is given in the next subsection.

The induction step is then in two parts. First it is shown that the boundary rectifiability theorem is valid. Note that the boundary rectifiability theorem is vacuous when $M=0$. In Section 7.9, we showed that, when $M \geq 1$, the boundary rectifiability theorem is an easy consequence of the compactness theorem for currents of dimension $M-1$.

The second part of the induction step is to prove the compactness theorem for dimension $M$ assuming the boundary rectifiability theorem for dimension
$M$ and the compactness theorem for dimension $M-1$. The strategy for this part of the proof is to use slicing to convert a sequence of weakly convergent $M$-dimensional integer-multiplicity currents into a sequence of functions which take their values in the space of 0-dimensional integer-multiplicity currents. These functions are of bounded variation in an appropriate sense. We then analyze the behavior of the graphs of such functions of bounded variation to understand the structure of the limit $M$-dimensional current.

To carry out this program we must study the 0 -dimensional integermultiplicity currents in some detail and we must define and investigate the appropriate space of functions of bounded variation.

### 8.1.1 Integer-Multiplicity 0-Currents

## Notation 8.1.1

(1) We will let $\mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ denote the space of finite mass, integer-multiplicity 0 -currents in $\mathbb{R}^{M+K}$.
(2) By (7.29), a nonzero current $T$ in $\mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ can be written

$$
\begin{equation*}
T=\sum_{j=1}^{\alpha} c_{j} \boldsymbol{\delta}_{p_{j}} \tag{8.1}
\end{equation*}
$$

where $\alpha$ is a positive integer, $p_{j} \in \mathbb{R}^{M+K}$, for each $1 \leq j \leq \alpha, p_{i} \neq p_{j}$, for $1 \leq i \neq j \leq \alpha, \boldsymbol{\delta}_{p_{j}}$ is the Dirac mass at $p_{j}$, and $c_{j} \in \mathbb{Z} \backslash\{0\}$, for each $1 \leq j \leq \alpha$.

## Proof of the Compactness Theorem for Integer-Multiplicity Cur-

 rents of Dimension 0 . Suppose that there is a $T_{j} \in \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right), j=$ $1,2, \ldots$, and that$$
L=\sup _{j \geq 1} \mathbf{M}\left(T_{j}\right)<\infty
$$

By the Banach-Alaoglu theorem there is $T \in \mathcal{D}_{0}\left(\mathbb{R}^{M+k}\right)$ such that a subsequence of the $T_{j}$ converges weakly to $T$. For simplicity, we will not change notation. Instead we will suppose that the original sequence $T_{j}$ converges weakly to $T$. What we must prove is that $T \in \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$.

Consider $0 \leq m<\infty$ chosen large enough that $T\lfloor\mathbb{B}(0, m) \neq 0$. We can write each $T_{j} \mathrm{~L} \overline{\mathbb{B}}(0, m) \in \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ as

$$
T_{j} \mathrm{~L} \overline{\mathbb{B}}(0, m)=\sum_{i=1}^{L} c_{i}^{(j)} \boldsymbol{\delta}_{p_{i}^{(j)}}
$$

where

$$
c_{i}^{(j)} \in \mathbb{Z}, \quad-L \leq c_{i}^{(j)} \leq L, \quad p_{i}^{(j)} \in \overline{\mathbb{B}}(0, m)
$$

We now allow $c_{i}^{(j)}=0$ because it may well be the case that $\mathbf{M}\left[T_{j} L \overline{\mathbb{B}}(0, m)\right]<$ $L$ holds.

By the Bolzano-Weierstrass theorem, we can pass to a subsequence-but again we will not change notation-so that, for $j=1,2, \ldots, L, c_{i}^{(j)} \rightarrow c_{i} \in \mathbb{Z}$ and $p_{i}^{(j)} \rightarrow p_{i} \in \overline{\mathbb{B}}(0, m)$ as $j \rightarrow \infty$.

If $\phi \in \mathcal{D}^{0}\left(\mathbb{R}^{M+K}\right)$ with $\operatorname{supp} \phi \subseteq \mathbb{B}(0, m)$, then we have

$$
T_{j}(\phi)=T_{j} \mathrm{~L} \overline{\mathbb{B}}(0, m)(\phi) \rightarrow \sum_{i=1}^{L} c_{i} \phi\left(p_{i}\right)
$$

and we have $T_{j}(\phi) \rightarrow T(\phi)$ because $T_{j}$ converges weakly to $T$. Thus we can write

$$
T\left\llcorner\mathbb{B}(0, m)=\sum_{i=1}^{\alpha} c_{i} \boldsymbol{\delta}_{p_{i}}\right.
$$

where by renaming we can suppose that $\alpha \leq L$ is a positive integer, $p_{i} \in$ $\mathbb{B}(0, m)$ for each $1 \leq i \leq \alpha, p_{h} \neq p_{i}$ for $1 \leq h \neq i \leq \alpha$, and $c_{i} \in \mathbb{Z} \backslash\{0\}$ for each $1 \leq i \leq \alpha$. Since $\mathbf{M}(T) \leq L<\infty$, we see that in fact we can choose $m$ large enough that $T=T\lfloor\mathbb{B}(0, m)$.

## Notation 8.1.2

(1) Equation (8.1) tells us that, for $\phi \in \mathcal{D}^{0}\left(\mathbb{R}^{M+K}\right)$,

$$
\begin{equation*}
T(\phi)=\sum_{j=1}^{\alpha} c_{j} \phi\left(p_{j}\right) \tag{8.2}
\end{equation*}
$$

We extend the domain of $T$ by defining $T(\phi)$ to equal the righthand side of (8.2) whenever it is defined.
(2) We will use the metric $\mathrm{d}_{0}$ on $\mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ defined by

$$
\begin{aligned}
& \mathrm{d}_{0}\left(T_{1}, T_{2}\right) \\
& \quad=\sup \left\{\left(T_{1}-T_{2}\right)(\phi): \phi \text { is Lipschitz, }\|\phi\|_{\infty} \leq 1,\|d \phi\|_{\infty} \leq 1\right\}
\end{aligned}
$$

(3) We let $\mathcal{F}^{M+K}$ denote the space of nonempty finite subsets of $\mathbb{R}^{M+K}$ metrized by the Hausdorff distance. The Hausdorff distance is defined in Section 1.5. The Hausdorff distance between $A$ and $B$ is denoted by $\operatorname{HD}(A, B)$.
(4) Define

$$
\varrho: \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right) \rightarrow \overline{\mathbb{R}}
$$

by

$$
\varrho(T)=\inf \{|p-q|: p, q \in \operatorname{spt}(T), p \neq q\} .
$$

Note that if either $T=0$ or $\operatorname{card}[\operatorname{spt}(T)]=1$, then $\varrho(T)=+\infty$.
Lemma 8.1.3 If $T_{j} \in \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ and $T_{j} \rightarrow T \in \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ weakly as $j \rightarrow \infty$, then

$$
\operatorname{card}[\operatorname{spt}(T)] \leq \liminf _{j \rightarrow \infty} \operatorname{card}\left[\operatorname{spt}\left(T_{j}\right)\right]
$$

If additionally

$$
\operatorname{card}[\operatorname{spt}(T)]=\operatorname{card}\left[\operatorname{spt}\left(T_{j}\right)\right], \quad j=1,2, \ldots
$$

then

$$
\varrho(T)=\lim _{j \rightarrow \infty} \varrho\left(T_{j}\right) .
$$

Proof. For each $p \in \operatorname{spt}(T)$ we can find $\phi_{p} \in \mathcal{D}^{0}\left(\mathbb{R}^{M+K}\right)$ for which $\phi_{p}(p)=$ $1, \phi_{p}(x)<1$ for $x \neq p$, and $\phi_{p}(q)=0$ for $q \in \operatorname{spt}(T)$ with $q \neq p$. The existence of such a function $\phi_{p}$ implies that $p$ is a limit point of any set of the form $\bigcup_{i \geq I} \operatorname{spt}\left[T_{j_{i}}\right]$, and the result follows.

The proof of the next lemma is elementary, but we treat it in detail because the result is so essential to proving the compactness theorem.
Lemma 8.1.4 If $T, \widetilde{T} \in \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ satisfy $0<\mathbf{M}(T)=\mathbf{M}(\widetilde{T})$, then it holds that

$$
\min \{1,(1 / 3) \varrho(T), \operatorname{HD}[\operatorname{spt}(T), \operatorname{spt}(\widetilde{T})]\} \leq \mathrm{d}_{0}(T, \widetilde{T})
$$

Proof. Write $T=\sum_{j=1}^{\alpha} c_{j} \boldsymbol{\delta}_{p_{j}}$ as in (8.1), and write $\widetilde{T}=\sum_{q \in \operatorname{spt}(\widetilde{T})} \gamma_{q} \boldsymbol{\delta}_{q}$. Set

$$
r=\min \{1,(1 / 3) \varrho(T)\} .
$$

We may assume that $\mathrm{d}_{0}(\underset{\widetilde{T}}{ }(\widetilde{T})<r$.
Because $\mathbf{M}(T)=\mathbf{M}(\widetilde{T})$ holds, we have

$$
\begin{equation*}
\sum_{j=1}^{\alpha}\left|c_{j}\right|=\sum_{q \in \operatorname{spt}(\widetilde{T})}\left|\gamma_{q}\right| \tag{8.3}
\end{equation*}
$$

For $j=1,2, \ldots, \alpha$, define $\phi_{j}$ by setting

$$
\phi_{j}(x)=\left\{\begin{array}{cl}
\operatorname{sgn}\left(c_{j}\right) \cdot\left[r-\left|x-p_{j}\right|\right] & \text { if }\left|x-p_{j}\right|<r \\
0 & \text { if }\left|x-p_{j}\right| \geq r
\end{array}\right.
$$

Since $\left|\phi_{j}\right| \leq r_{T} \leq 1$ and $\left|d \phi_{j}\right| \leq 1$ hold, we have $(T-\widetilde{T})\left(\phi_{j}\right) \leq \mathrm{d}_{0}(T, \widetilde{T})$.
If there were $1 \leq j \leq \alpha$ for which $\operatorname{spt}(\widetilde{T}) \cap \mathbb{B}\left(p_{j}, r\right)=\emptyset$ held, then we would have

$$
\mathrm{d}_{0}(T, \widetilde{T}) \geq(T-\widetilde{T})\left(\phi_{j}\right)=T\left(\phi_{j}\right)=r\left|c_{j}\right| \geq r
$$

contradicting the assumption that $\mathrm{d}_{0}(T, \widetilde{T})<r$ holds. We conclude that

$$
\begin{equation*}
\operatorname{spt}(\widetilde{T}) \cap \mathbb{B}\left(p_{j}, r\right) \neq \emptyset, \text { for } j=1,2, \ldots, \alpha \tag{8.4}
\end{equation*}
$$

Now define $\phi=\sum_{j=1}^{\alpha} \phi_{j}$. Since the $\phi_{j}$ have disjoint supports, we see that $|\phi| \leq r_{T} \leq 1$ and $|d \phi| \leq 1$ hold. Setting

$$
A_{j}=\operatorname{spt}(\widetilde{T}) \cap \mathbb{B}\left(p_{j}, r\right), \quad B=\operatorname{spt}(\widetilde{T}) \backslash \bigcup_{j=1}^{\alpha} A_{j}
$$

and using (8.3), we have

$$
\begin{align*}
\mathrm{d}_{0}(T, \widetilde{T}) & \geq(T-\widetilde{T})(\phi)=T(\phi)-\tilde{T}(\phi) \\
& =r \sum_{j=1}^{\alpha}\left|c_{j}\right|-\sum_{j=1}^{\alpha} \sum_{q \in A_{j}} \operatorname{sgn}\left(c_{j}\right)\left[r-\left|q-p_{j}\right|\right] \gamma_{q} \\
& =r \sum_{q \in \operatorname{spt}(\widetilde{T})}\left|\gamma_{q}\right|-\sum_{j=1}^{\alpha} \sum_{q \in A_{j}} \operatorname{sgn}\left(c_{j}\right)\left[r-\left|q-p_{j}\right|\right] \gamma_{q} \\
& =\sum_{q \in B} r\left|\gamma_{q}\right|+\sum_{j=1}^{\alpha} \sum_{q \in A_{j}}\left(r\left|\gamma_{q}\right|-\operatorname{sgn}\left(c_{j}\right)\left[r-\left|q-p_{j}\right|\right] \gamma_{q}\right) \tag{8.5}
\end{align*}
$$

Note that every summand in (8.5) is nonnegative.
If there existed $q \in B$, then we would have

$$
\mathrm{d}_{0}(T, \widetilde{T}) \geq r\left|\gamma_{q}\right| \geq r
$$

contradicting the assumption that $\mathrm{d}_{0}(T, \widetilde{T})<r$ holds. We conclude that

$$
\begin{equation*}
\operatorname{spt}(\widetilde{T}) \subseteq \bigcup_{j=1}^{\alpha} \mathbb{B}\left(p_{j}, r\right) \tag{8.6}
\end{equation*}
$$

Now we consider $q_{*} \in \operatorname{spt}(\widetilde{T})$ and $1 \leq j_{*} \leq \alpha$ such that $q_{*} \in A_{j_{*}}$. Looking only at the summand in (8.5) that corresponds to $j_{*}$ and $q_{*}$, we see that

$$
\begin{equation*}
\mathrm{d}_{0}(T, \widetilde{T}) \geq r\left|\gamma_{q_{*}}\right|-\operatorname{sgn}\left(c_{j_{*}}\right)\left[r-\left|q_{*}-p_{j_{*}}\right|\right] \gamma_{q_{*}} \tag{8.7}
\end{equation*}
$$

holds.
In assessing the significance of (8.7) there are two cases to be considered according to the sign of $c_{j_{*}} \gamma_{q_{*}}$.
Case 1: In case $\operatorname{sgn}\left(c_{j_{*}} \gamma_{q_{*}}\right)=-1$ holds, we have

$$
\operatorname{sgn}\left(c_{j_{*}}\right) \gamma_{q_{*}}=\operatorname{sgn}\left(c_{j_{*}}\right) \operatorname{sgn}\left(\gamma_{q_{*}}\right)\left|\gamma_{q_{*}}\right|=\operatorname{sgn}\left(c_{j_{*}} \gamma_{q_{*}}\right)\left|\gamma_{q_{*}}\right|=-\left|\gamma_{q_{*}}\right|
$$

The fact that $\operatorname{sgn}\left(c_{j_{*}}\right) \gamma_{q_{*}}=-\left|\gamma_{q_{*}}\right|$ holds implies

$$
\begin{aligned}
\mathrm{d}_{0}(T, \widetilde{T}) & \geq r\left|\gamma_{q}\right|-\operatorname{sgn}\left(c_{j}\right)\left[r-\left|q-p_{j}\right|\right] \gamma_{q} \\
& =\left(r+r-\left|q_{*}-p_{j_{*}}\right|\right)\left|\gamma_{q_{*}}\right| \geq r,
\end{aligned}
$$

and this last inequality contradicts the assumption that $\mathrm{d}_{0}(T, \widetilde{T})<r$.
Case 2: Because of the contradiction obtained in the last paragraph, we see that $\operatorname{sgn}\left(c_{j_{*}} \gamma_{q_{*}}\right)=+1$ must hold. Consequently we have $\operatorname{sgn}\left(c_{j_{*}}\right) \gamma_{q_{*}}=\left|\gamma_{q_{*}}\right|$, which implies

$$
\mathrm{d}_{0}(T, \tilde{T}) \geq\left(r-r+\left|q-p_{j_{*}}\right|\right)\left|\gamma_{q_{*}}\right| \geq\left|q_{*}-p_{j_{*}}\right|
$$

By (8.6), for $q_{*} \in \operatorname{spt}(\widetilde{T})$, there exists $j_{*}$ such that $q_{*} \in A_{j_{*}}$. Similarly, by (8.4), for $1 \leq j_{*} \leq \alpha$, there exists $q_{*} \in \operatorname{spt}(\widetilde{T})$ such that $q_{*} \in A_{j_{*}}$. Thus we conclude that $\mathrm{d}_{0}(T, \widetilde{T}) \geq \mathrm{HD}[\operatorname{spt}(T), \operatorname{spt}(\widetilde{T})]$.

## Theorem 8.1.5

(1) If $A \subseteq \mathbb{R}^{M}$ and $f: A \rightarrow \mathcal{F}^{M+K}$ is a Lipschitz function, then

$$
\begin{equation*}
\bigcup_{x \in A} f(x) \tag{8.8}
\end{equation*}
$$

is a countably $M$-rectifiable subset of $\mathbb{R}^{M+K}$.
(2) If $A \subseteq \mathbb{R}^{M}$ and $g: A \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ is a Lipschitz function, then

$$
\begin{equation*}
\bigcup_{x \in A} \operatorname{spt}[g(x)] \tag{8.9}
\end{equation*}
$$

is a countably $M$-rectifiable subset of $\mathbb{R}^{M+K}$.

## Proof.

(1) Let $m$ be a Lipschitz bound for $f$. Then 1 will be a Lipschitz bound for $f(x / m)$. Thus, without loss of generality, we may suppose that 1 is a Lipschitz bound for $f$.

In this proof, we will need to consider open balls in both $\mathbb{R}^{M}$ and in $\mathbb{R}^{M+K}$. Accordingly, we will use the notation $\mathbb{B}^{M}(x, r)$ for the open ball in $\mathbb{R}^{M}$ and $\mathbb{B}^{M+K}(x, r)$ for the open ball in $\mathbb{R}^{M+K}$.

For $\ell=1,2, \ldots$, set $A_{\ell}=\{x \in A: \operatorname{card}[f(x)]=\ell\}$. Note that $\bigcup_{x \in A_{1}} f(x)$ is the image of the Lipschitz function $u: A_{1} \rightarrow \mathbb{R}^{M+K}$ defined by requiring $f(x)=\{u(x)\}$.

Now consider $\ell \geq 2$ and $x \in A_{\ell}$. Write $f(x)=\left\{p_{1}, p_{2}, \ldots, p_{\ell}\right\}$ and set $r(x)=\min _{i \neq j}\left|p_{i}-p_{j}\right|$.

If $z \in A_{\ell} \cap \mathbb{B}^{M}(x, r(x) / 4)$, and then for each $i=1,2, \ldots, \ell$ there is a unique $q \in f(z) \cap \mathbb{B}^{M+K}\left(p_{i}, r(x) / 4\right)$ and we define $u_{i}(z)=q$.

The functions $u_{1}, u_{2}, \ldots, u_{\ell}$ are Lipschitz because, for

$$
z_{1}, z_{2} \in A_{\ell} \bigcap \mathbb{B}^{M}(x, r(x) / 4),
$$

we have

$$
\operatorname{HD}\left[f\left(z_{1}\right), f\left(z_{2}\right)\right]=\max \left\{\left|u_{i}\left(z_{1}\right)-u_{i}\left(z_{2}\right)\right|: i=1,2, \ldots, \ell\right\} .
$$

Since

$$
\bigcup_{z \in A_{\ell} \cap \mathbb{B}^{M}(x, r(x) / 4)} f(z)=\bigcup_{i=1}^{\ell}\left\{u_{i}(z): z \in A_{\ell} \cap \mathbb{B}^{M}(x, r(x) / 4)\right\},
$$

we see that $\bigcup_{z \in A_{\ell} \cap \mathbb{B}^{M}(x, r(x) / 4)} f(z)$ is a countably $M$-rectifiable subset of $\mathbb{R}^{M+K}$.

As a subspace of a second countable space, $A_{\ell}$ is second countable, so it has the Lindelöf ${ }^{1}$ property; that is, every open cover has a countable subcover. Thus there is a countable cover of $A_{\ell}$ by sets of the form $A_{\ell} \bigcap \mathbb{B}^{M}(x, r(x) / 4)$, $x \in A_{\ell}$. We conclude that $\bigcup_{z \in A_{\ell}} f(z)$ is a countably $M$-rectifiable subset of $\mathbb{R}^{M+K}$ and hence $\bigcup_{\ell=1}^{\infty} \bigcup_{z \in A_{\ell}} f(z)$ is also countably $M$-rectifiable.
(2) Without loss of generality, suppose that 1 is a Lipschitz bound for $g$. For $i$ and $j$ positive integers, set

$$
A_{i, j}=\left\{x \in A: \mathbf{M}[g(x)]=j \text { and } 2^{-i}<r_{g(x)}\right\}
$$

[^39]where
$$
r_{g(x)}=\min \{1,(1 / 3) \rho[g(x)]\} .
$$

Fix $x \in A_{i, j}$. For $z_{1}, z_{2} \in A_{i, j} \cap \mathbb{B}\left(x, 2^{-i-1}\right)$, we have

$$
\mathbf{M}\left[g\left(z_{1}\right)\right]=\mathbf{M}\left[g\left(z_{2}\right)\right]=j \quad \text { and } \quad \mathrm{d}_{0}\left[g\left(z_{1}\right), g\left(z_{2}\right)\right]<2^{-i}<r_{g\left(z_{1}\right)} .
$$

So, by Lemma 8.1.4, $\operatorname{HD}\left[\operatorname{spt}\left(g\left(z_{1}\right)\right)\right.$, $\left.\operatorname{spt}\left(g\left(z_{2}\right)\right)\right] \leq \mathrm{d}_{0}\left[g\left(z_{1}\right), g\left(z_{2}\right)\right]$ holds. Thus,

$$
f: A_{i, j} \cap \mathbb{B}\left(x, 2^{-i-1}\right) \rightarrow \mathcal{F}^{M+K}
$$

defined by $f(z)=\operatorname{spt}[g(z)]$ is Lipschitz. By part (1) we conclude that

$$
\begin{equation*}
\bigcup_{z \in A_{i, j} \cap \mathbb{B}\left(x, 2^{-i-1}\right)} \operatorname{spt}[g(z)] \tag{8.10}
\end{equation*}
$$

is a countably $M$-rectifiable subset of $\mathbb{R}^{M+K}$. As in the proof of (1), we observe that $A_{i, j}$ has the Lindelöf property, and so the result follows.

### 8.1.2 A Rectifiability Criterion for Currents

The next theorem provides a criterion for guaranteeing that a current is an integer-multiplicity rectifiable current. Later we shall use this criterion to complete the proof of the compactness theorem.

Theorem 8.1.6 (Rectifiability Criterion) If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{M+K}\right)$ satisfies the following conditions:
(1) $\mathbf{M}(T)+\mathbf{M}(\partial T)<\infty$,
(2) $\|T\|=\mathcal{H}^{M} L \theta$, where $\theta$ is integer-valued and nonnegative,
(3) $\{x: \theta(x)>0\}$ is a countably $M$-rectifiable set,
then $T$ is an integer-multiplicity rectifiable current.
Proof. Set $S=\{x: \theta(x)>0\}$. We need to show that, for $\mathcal{H}^{M}$-almost every point in $S, \vec{T}(x)=v_{1} \wedge \cdots \wedge v_{M}$, where $v_{1}, \ldots, v_{M}$ is an orthonormal system parallel to $\mathbf{T}_{x} S$.

Of course, $\mathcal{H}^{M}$-almost every point $x$ of $S$ is a Lebesgue point of $\theta$ and is a point where $\vec{T}(x)$ and $\mathbf{T}_{x} S$ exist. Also, by Theorem 4.3.7, $\Theta^{* M}(\|\partial T\|, x)<$
$\infty$ holds for $\mathcal{H}^{M}$-almost every $x \in S$. Hence $\Theta^{M-1}(\|\partial T\|, x)$ also holds for $\mathcal{H}^{M}$-almost every $x \in S$. Let us consider such a point and, for convenience of notation, suppose that $x=0$. Consider a sequence $r_{i} \downarrow 0$. Passing to a subsequence if necessary, but without changing notation, we may suppose that $\boldsymbol{\eta}_{r_{i} \#} T$ and $\boldsymbol{\eta}_{r_{i} \#} \partial T$ converge weakly to $R$ and $\partial R$, respectively. Here $\boldsymbol{\eta}_{r}: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{M+K}$ is given by $\boldsymbol{\eta}_{r}(z)=r^{-1} z$. Then we have $\stackrel{\rightharpoonup}{R}(0)=\vec{T}(0)$, $\partial R=0$, and $\operatorname{spt} R \subseteq \mathbf{T}_{0} S$. By Proposition 7.3.5 (a variant of the constancy theorem), we have $\vec{R}(x)=v_{1} \wedge \cdots \wedge v_{M}$, where $v_{1}, \ldots, v_{M}$ is an orthonormal system parallel to $\mathbf{T}_{0} S$.

### 8.1.3 MBV Functions

In this subsection, we introduce a class of metric-space-valued functions of bounded variation. The notion of metric-space-valued functions of bounded variation was introduced in [Amb 90] and applied to currents in [AK 00].

## Definition 8.1.7

(1) A function $u: \mathbb{R}^{M} \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ can be written

$$
\begin{equation*}
u(y)=\sum_{i=1}^{\infty} c_{i}(y) \boldsymbol{\delta}_{p_{i}(y)} \tag{8.11}
\end{equation*}
$$

where only finitely many $c_{i}(y)$ are nonzero, for any $y \in \mathbb{R}^{M}$.
(2) If $u$ is as in (8.11) and and $\phi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}$, then we define $u \diamond \phi: \mathbb{R}^{M} \rightarrow$ $\mathbb{R}$ by setting

$$
\begin{equation*}
(u \diamond \phi)(y)=\sum_{i=1}^{\infty} c_{i}(y) \phi\left[p_{i}(y)\right], \tag{8.12}
\end{equation*}
$$

for $y \in \mathbb{R}^{M}$; thus the value of $(u \diamond \phi)(y)$ is the result of applying the 0 -current $u(y)$ to the function $\phi$. We use the notation $\diamond$ in analogy with the notation $\circ$ for composition.
(3) A Borel function $u: \mathbb{R}^{M} \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ is a metric-space-valued function of bounded variation if, for every bounded Lipschitz function $\phi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}$, the function $u \diamond \phi$ is locally BV in the traditional sense (see for instance [KPk 99; Section 3.6]). We will abbreviate saying " $u$ is a metric-space-valued function of bounded variation" to simply " $u$ is MBV."
(4) If $u: \mathbb{R}^{M} \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ is in MBV, then we denote the total variation measure of $u$ by $\mathrm{V}_{u}$ and define it by

$$
\begin{aligned}
& \left(\mathrm{V}_{u}\right)(A)=\sup \left\{\int_{A}|D(u \diamond \phi)|: \phi: \mathbb{R}^{M+K} \rightarrow \mathbb{R},|\phi| \leq 1,|d \phi| \leq 1\right\} \\
& =\sup \left\{\int(u \diamond \phi) \operatorname{div} g d \mathcal{L}^{M}: \operatorname{supp} g \subseteq A,|g| \leq 1,|\phi| \leq 1,|d \phi| \leq 1\right\}
\end{aligned}
$$

for $A \subseteq \mathbb{R}^{M}$ open.
For us the most important example of an MBV function will be provided by slicing a current. That is the content of the next proposition.
Proposition 8.1.8 Let $\Pi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{M}$ be projection on the first factor. If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{M+K}\right)$ is an integer-multiplicity current with $\mathbf{M}(T)+\mathbf{M}(\partial T)<\infty$, then $u: \mathbb{R}^{M} \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ defined by

$$
u(x)=\langle T, \Pi, x\rangle
$$

is $M B V$ and

$$
\mathrm{V}_{u}(A) \leq M[\|\partial T\|(A)+\|T\|(A)]
$$

holds, for each open set $A \subseteq \mathbb{R}^{M}$.
Proof. Fix an open set $A \subseteq \mathbb{R}^{M}$, a compactly supported function $g \in$ $C^{1}\left(\mathbb{R}^{M}, \mathbb{R}^{M}\right)$ with $|g| \leq 1$ and $\operatorname{supp} g \subseteq A$, and a function $\phi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}$ with $|\phi| \leq 1$ and $|d \phi| \leq 1$.

Pick $i$ with $1 \leq i \leq M$ and set

$$
\psi=g_{i}, \quad \psi_{x_{i}}=\frac{\partial \psi}{\partial x_{i}}, \quad d x_{\overparen{\imath}}=d x_{1} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{M}
$$

Using Proposition 7.6.4(2), we estimate

$$
\begin{aligned}
\mid \int \psi_{x_{i}}\langle T & , \Pi, x\rangle(\phi) d \mathcal{L}^{M}(x) \mid \\
& =\left|\left(T \mathrm{~L}\left(\psi_{x_{i}} \circ \Pi\right) d x_{1} \wedge \cdots \wedge d x_{M}\right)(\phi)\right| \\
& =\left|T\left(\phi\left(\psi_{x_{i}} \circ \Pi\right) d x_{1} \wedge \cdots \wedge d x_{M}\right)\right| \\
& =\left|T\left[\phi d(\psi \circ \Pi) \wedge d x_{\imath}\right]\right|
\end{aligned}
$$

$$
\begin{aligned}
& =\left|(\partial T)\left[\phi(\psi \circ \Pi) d x_{\hat{\imath}}\right]-T\left[(\psi \circ \Pi) d \phi \wedge d x_{\imath}\right]\right| \\
& \leq\|\partial T\|(A)+\|T\|(A)
\end{aligned}
$$

so

$$
\left|\int\langle T, \Pi, x\rangle \phi \operatorname{div}(g) d \mathcal{L}^{n}(x)\right| \leq M[\|\partial T\|(A)+\|T\|(A)] .
$$

In fact, we have the following result more general than Proposition 8.1.8.
Theorem 8.1.9 Let $\Pi: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{M}$ be projection on the first factor and fix $0<L<\infty$. If, for $\ell=1,2, \ldots$, we have that $T_{\ell} \in \mathcal{D}_{M}\left(\mathbb{R}^{M+K}\right)$ is an integer-multiplicity current with $\mathbf{M}\left(T_{\ell}\right)+\mathbf{M}\left(\partial T_{\ell}\right) \leq L$ and if $T_{\ell} \rightarrow T$ weakly, then, for $\mathcal{L}^{M}$-almost every $x \in \mathbb{R}^{M}$, it holds that $\langle T, \Pi, x\rangle$ is an integermultiplicity current. Furthermore, the function $u: \mathbb{R}^{M} \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ defined by

$$
u(x)=\langle T, \Pi, x\rangle
$$

is $M B V$, and

$$
\mathrm{V}_{u}(A) \leq M L
$$

holds for each open set $A \subseteq \mathbb{R}^{M}$.
Proof. Since $\left\langle T_{\ell}, \Pi, x\right\rangle \rightarrow\langle T, \Pi, x\rangle$ weakly for $\mathcal{L}^{M}$-almost every $x \in \mathbb{R}^{M}$, we see that $\langle T, \Pi, x\rangle$ is an integer-multiplicity current by the compactness theorem for 0-dimensional currents. Then, using the same notation as in the proof of Proposition 8.1.8, we estimate

$$
\begin{aligned}
\mid \int \psi_{x_{i}}\langle T & , \Pi, x\rangle(\phi) d \mathcal{L}^{M}(x) \mid \\
& =\left|\left(T \mathrm{~L}\left(\psi_{x_{i}} \circ \Pi\right) d x_{1} \wedge \cdots \wedge d x_{M}\right)(\phi)\right| \\
& =\left|T\left(\phi\left(\psi_{x_{i}} \circ \Pi\right) d x_{1} \wedge \cdots \wedge d x_{M}\right)\right| \\
& =\left|T\left[\phi d(\psi \circ \Pi) \wedge d x_{\imath}\right]\right| \\
& =\left|\lim _{\ell \rightarrow \infty} T_{\ell}\left[\phi d(\psi \circ \Pi) \wedge d x_{\hat{\imath}}\right]\right| \\
& =\lim _{\ell \rightarrow \infty}\left|\left(\partial T_{\ell}\right)\left[\phi(\psi \circ \Pi) d x_{\grave{\imath}}\right]-T_{\ell}\left[(\psi \circ \Pi) d \phi \wedge d x_{\hat{\imath}}\right]\right| \\
& \leq \lim _{\ell \rightarrow \infty}\left[\left\|\partial T_{\ell}\right\|(A)+\left\|T_{\ell}\right\|(A)\right],
\end{aligned}
$$

and the result follows.

Definition 8.1.10 For a measure $\mu$ on $\mathbb{R}^{M}$, we define the maximal function for $\mu$, denoted $\mathcal{M}_{\mu}$, by

$$
\mathcal{M}_{\mu}(x)=\sup _{r>0} \frac{1}{\Omega_{M} r^{M}} \mu[\overline{\mathbb{B}}(x, r)] .
$$

Lemma 8.1.11 If $v$ is a real-valued $B V$ function and 0 is a Lebesgue point for $f$, then it holds that

$$
\begin{aligned}
& \frac{1}{\Omega_{M} r^{M}} \int_{\mathbb{B}(0, r)} \frac{|v(x)-v(0)|}{|x|} d \mathcal{L}^{M} x \\
& \quad \leq \int_{0}^{1} \frac{1}{\Omega_{M}(t r)^{M}} \int_{\mathbb{B}(0, t r)}|D v(x)| d \mathcal{L}^{M} x d \mathcal{L}^{1} t \leq \mathcal{M}_{|D v|}(0)
\end{aligned}
$$

Proof. For a $C^{1}$ function $v: \mathbb{R}^{M} \rightarrow \mathbb{R}$, we have

$$
\begin{aligned}
|v(x)-v(0)| & =\left|\int_{0}^{1} \frac{d}{d t} v(t x) d \mathcal{L}^{1} t\right| \\
& =\left|\int_{0}^{1}\langle D v(t x), x\rangle d \mathcal{L}^{1} t\right| \leq \int_{0}^{1}|D v(t x)||x| d \mathcal{L}^{1} t
\end{aligned}
$$

So

$$
\begin{aligned}
\frac{1}{\Omega_{M} r^{M}} \int_{\mathbb{B}(0, r)} \frac{|v(x)-v(0)|}{|x|} d \mathcal{L}^{M} x & \leq \int_{\mathbb{B}(0, r)} \int_{0}^{1} \frac{1}{\Omega_{M} r^{M}}|D v(t x)| d \mathcal{L}^{1} t d \mathcal{L}^{M} x \\
& =\int_{0}^{1} \int_{\mathbb{B}(0, r)} \frac{1}{\Omega_{M} r^{M}}|D v(t x)| d \mathcal{L}^{M} x d \mathcal{L}^{1} t \\
& =\int_{0}^{1} \frac{1}{\Omega_{M}(t r)^{M}} \int_{\mathbb{B}(0, t r)}|D v(x)| d \mathcal{L}^{M} x d \mathcal{L}^{1} t .
\end{aligned}
$$

The result follows by smoothing (see [KPk 99; Theorem 3.6.12]).
Theorem 8.1.12 If $v: \mathbb{R}^{M} \rightarrow \mathbb{R}$ is a $B V$ function and $y$ and $z$ are Lebesgue points for $v$, then

$$
|v(y)-v(z)| \leq\left[\mathcal{M}_{|D v|}(y)+\mathcal{M}_{|D v|}(z)\right]|y-z|
$$

Proof. Suppose that $y \neq z$. Let $p$ be the midpoint of the segment connecting $y$ and $z$ and set $r=|y-z|$.

For $x \in \overline{\mathbb{B}}(p, r / 2)$ we have

$$
\begin{gathered}
\frac{|v(y)-v(z)|}{|y-z|} \leq \frac{|v(y)-v(x)|}{|y-z|}+\frac{|v(x)-v(z)|}{|y-z|}, \\
|x-y| \leq|x-p|+|p-y| \leq r / 2+r / 2=|y-z|, \\
|x-z| \leq|x-p|+|p-z| \leq r / 2+r / 2=|y-z|,
\end{gathered}
$$

so

$$
\begin{aligned}
\frac{|v(y)-v(z)|}{|y-z|} & \leq \frac{|v(y)-v(x)|}{|y-z|}+\frac{|v(x)-v(z)|}{|y-z|} \\
& \leq \frac{|v(y)-v(x)|}{|y-x|}+\frac{|v(x)-v(z)|}{|x-z|}
\end{aligned}
$$

As a result,

$$
\begin{aligned}
\frac{|v(y)-v(z)|}{|y-z|}= & \frac{1}{\Omega_{M} r^{M}} \int_{\overline{\mathbb{B}}(p, r / 2)} \frac{|v(y)-v(z)|}{|y-z|} d \mathcal{L}^{M} \\
\leq & \frac{1}{\Omega_{M} r^{M}} \int_{\overline{\mathbb{B}}(p, r / 2)} \frac{|v(y)-v(x)|}{|y-x|} d \mathcal{L}^{M} \\
& \quad+\frac{1}{\Omega_{M} r^{M}} \int_{\overline{\mathbb{B}}(p, r / 2)} \frac{|v(x)-v(z)|}{|x-z|} d \mathcal{L}^{M} \\
\leq & \frac{1}{\Omega_{M} r^{M}} \int_{\mathbb{B}(y, r)} \frac{|v(y)-v(x)|}{|y-x|} d \mathcal{L}^{M} \\
& \quad+\frac{1}{\Omega_{M} r^{M}} \int_{\overline{\mathbb{B}}(z, r)} \frac{|v(x)-v(z)|}{|x-z|} d \mathcal{L}^{M} \\
\leq & \mathcal{M}_{|D v|}(y)+\mathcal{M}_{|D v|}(z) .
\end{aligned}
$$

Corollary 8.1.13 If $u: \mathbb{R}^{M} \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ is an MBV function, then there is a set $E$ with $\mathcal{L}^{M}(E)=0$ such that, for $y, z \in \mathbb{R}^{M} \backslash E$, it holds that

$$
\mathrm{d}_{0}[u(y), u(z)] \leq\left[\mathcal{M}_{\mathrm{V}_{u}}(y)+\mathcal{M}_{\mathrm{V}_{u}}(z)\right]|y-z|
$$

Proof. Let $\phi_{i}, i=1,2, \ldots$, be a dense set in $\mathcal{D}^{0}\left(\mathbb{R}^{M}\right)$ and let $E_{i}$ be the set of non-Lebesgue points for $u \diamond \phi_{i}$. Then we set $E=\bigcup_{i=1}^{\infty} E_{i}$ and the result follows from Theorem 8.1.12.

The preceding corollary tells us that an MBV function $u$ is Lipschitz on any set where the maximal function for $\mathrm{V}_{u}$ is bounded. As we saw in Chapter 4, we can use covering theorem methods to show that maximal functions are well behaved. We do so in the next lemma.

Lemma 8.1.14 For each $\lambda>0$, it holds that

$$
\mathcal{L}^{M}\left\{x: \mathcal{M}_{\mu}(x)>\lambda\right\} \leq \frac{B_{M}}{\lambda} \mu\left(\mathbb{R}^{M}\right)
$$

where $B_{M}$ is the constant from the Besicovitch covering theorem.
Proof. Set

$$
L=\left\{x: \mathcal{M}_{\mu}(x)>\lambda\right\} .
$$

For each $x \in L$, choose a ball $\overline{\mathbb{B}}\left(x, r_{x}\right)$ so that

$$
\frac{1}{\Omega_{M} r^{M}} \mu\left[\overline{\mathbb{B}}\left(x, r_{x}\right)\right]>\lambda .
$$

Since $L \subseteq \bigcup_{x \in L} \overline{\mathbb{B}}\left(x, r_{x}\right)$, we can apply the Besicovitch covering theorem to find families $F_{1}, F_{2}, \ldots, F_{B_{M}}$ of pairwise disjoint balls $\overline{\mathbb{B}}\left(x, r_{x}\right), x \in L$, such that $L \subseteq \bigcup_{i=1}^{B_{M}} \bigcup_{B \in F_{i}} B$. Then we have

$$
\begin{aligned}
\mathcal{L}^{M}(L) \leq \mathcal{L}^{M}\left(\bigcup_{i=1}^{B_{M}} \bigcup_{B \in F_{i}} B\right) & \leq \sum_{i=1}^{B_{M}} \sum_{B \in F_{i}} 2^{-M} \Omega_{M} \operatorname{diam}(B) \\
& <\frac{1}{\lambda} \sum_{i=1}^{B_{M}} \sum_{B \in F_{i}} \mu(B) \leq \frac{B_{M}}{\lambda} \mu\left(\mathbb{R}^{M}\right) .
\end{aligned}
$$

Theorem 8.1.15 If $u: \mathbb{R}^{M} \rightarrow \mathcal{R}_{0}\left(\mathbb{R}^{M+K}\right)$ is an $M B V$ function, then there is a set $E$ with $\mathcal{L}^{M}(E)=0$ such that

$$
\bigcup_{x \in \mathbb{R}^{M} \backslash E} \operatorname{spt}[u(x)]
$$

is a countably $M$-rectifiable subset of $\mathbb{R}^{M+K}$.
Proof. We apply Lemma 8.1.14 to write $\mathbb{R}^{M}$ as the union of sets $A_{i}$ on which the maximal function for $\mathrm{V}_{u}$ is bounded. By Corollary 8.1.13, there is a set $E_{i} \subseteq A_{i}$ of measure zero such that $u$ is Lipschitz on $A_{i} \backslash E_{i}$. So we can apply Theorem 8.1.5 to see that $\bigcup_{x \in A_{i} \backslash E_{i}} \operatorname{spt}[u(x)]$ is countably $M$-rectifiable.

### 8.1.4 The Slicing Lemma

Lemma 8.1.16 Suppose that $f: U \rightarrow \mathbb{R}$ is Lipschitz.
If $T_{i}$ converges weakly to $T$ and

$$
\sup \left(\mathbf{M}_{W}\left(T_{i}\right)+\mathbf{M}_{W}\left(\partial T_{i}\right)\right)<\infty
$$

for every $W \subset \subset U$, then, for $\mathcal{L}^{1}$-almost every $r$, there is a subsequence $i_{j}$ such that

$$
\begin{equation*}
\left\langle T_{i_{j}}, f, r\right\rangle \text { converges weakly to }\langle T, f, r\rangle \tag{8.13}
\end{equation*}
$$

and

$$
\sup \left(\mathbf{M}_{W}\left[\left\langle T_{i_{j}}, f, r\right\rangle\right]+\mathbf{M}_{W}\left[\partial\left\langle T_{i_{j}}, f, r\right\rangle\right]\right)<\infty
$$

holds for $W \subset \subset U$.
If additionally $W_{0} \subset \subset U$ is such that

$$
\lim _{i \rightarrow \infty}\left(\mathbf{M}_{W_{0}}\left(T_{i}\right)+\mathbf{M}_{W_{0}}\left(\partial T_{i}\right)\right)=0
$$

then the subsequence can be chosen so that

$$
\lim _{i \rightarrow \infty}\left(\mathbf{M}_{W_{0}}\left[\left\langle T_{i_{j}}, f, r\right\rangle\right]+\mathbf{M}_{W_{0}}\left[\partial\left\langle T_{i_{j}}, f, r\right\rangle\right]\right)=0
$$

Proof. Passing to a subsequence for which $\left\|T_{i_{j}}\right\|+\left\|\partial T_{i_{j}}\right\|$ converges weakly to a Radon measure $\mu$, we see that (8.13) holds, except possibly for the at most countably many $r$ for which $\mu\{x: f(x)=r\}$ has positive measure.

The remaining conclusions follow by passing to additional subsequences and using (7.48) and the fact that $\partial\left\langle T_{i}, f, r\right\rangle=\left\langle\partial T_{i}, f, r\right\rangle$.

### 8.1.5 The Density Lemma

Lemma 8.1.17 Suppose that $T \in \mathcal{D}_{M}(U)$. For $\mathbb{B}(x, r) \subseteq U$, set

$$
\lambda(x, r)=\inf \left\{\mathbf{M}(S): \partial S=\partial\left[T\lfloor\mathbb{B}(x, r)], S \in \mathcal{D}_{M}(U)\right\}\right.
$$

(1) If $\mathbf{M}_{W}(T)+\mathbf{M}_{W}(\partial T)<\infty$ holds for every $W \subset \subset U$, then

$$
\begin{equation*}
\lim _{r \downarrow 0} \frac{\lambda(x, r)}{\|T\|(\mathbb{B}(x, r))}=1 \tag{8.14}
\end{equation*}
$$

holds for $\|T\|$-almost every $x \in U$.
(2) If
(a) $\partial T=0$,
(b) $\partial[T \mathrm{~B}(x, r)]$ is integer-multiplicity for every $x \in U$ and almost every $0<r$,
(c) $\mathbf{M}_{W}(T)+\mathbf{M}_{W}(\partial T)<\infty$ holds for every $W \subset \subset U$,
then there exists $0<\delta$ such that

$$
\Theta_{*}^{M}(\|T\|, x)>\delta
$$

holds for $\|T\|$-almost every $x \in U$.

## Proof.

(1) We argue by contradiction. Since $\lambda(x, r) \leq\|T\|(\mathbb{B}(x, r))$ is true by definition, we suppose that there is an $\epsilon>0$ and $E \subseteq U$ with $\|T\|(E)>0$ such that for each $x \in E$ there exist arbitrarily small $r>0$ such that

$$
\lambda(x, r)<(1-\epsilon)\|T\|(\mathbb{B}(x, r))
$$

We may assume that $E \subseteq W$ for an open $W \subset \subset U$.
Consider $\rho>0$. Cover $\|T\|$-almost all of $E$ by disjoint balls $B_{i}=\mathbb{B}\left(x_{i}, r_{i}\right)$, where $x_{i} \in E$ and $r_{i}<\rho$. For each $i$, let $S_{i} \in \mathcal{D}_{M}(U)$ satisfy

$$
\partial S_{i}=\left[T\left\lfloor\mathbb{B}\left(x_{i}, r_{i}\right)\right], \quad \mathbf{M}\left(S_{i}\right)<(1-\epsilon) \mathbf{M}\left[T L \mathbb{B}\left(x_{i}, r_{i}\right)\right] .\right.
$$

Set

$$
T_{\rho}=T-\sum_{i} T\left\llcorner B_{i}+\sum_{i} S_{i} .\right.
$$

For any $\omega \in \mathcal{D}^{M}(U)$, we have

$$
\begin{aligned}
\left(T-T_{\rho}\right)(\omega) & =\sum_{i}\left(T\left\llcorner B_{i}-S_{i}\right)(\omega)\right. \\
& =\sum_{i}\left[\partial\left(\boldsymbol{\delta}_{x_{i}} \nVdash\left(T\left\llcorner B_{i}-S_{i}\right)\right)\right](\omega)\right. \\
& =\sum_{i}\left(\boldsymbol{\delta}_{x_{i}} \nVdash\left(T\left\llcorner B_{i}-S_{i}\right)\right)(d \omega)\right. \\
& \leq \sum_{i} \mathbf{M}\left(\boldsymbol{\delta}_{x_{i}} \nVdash\left(T\left\llcorner B_{i}-S_{i}\right)\right) \cdot \sup |d \omega|\right.
\end{aligned}
$$

$$
\begin{aligned}
& \leq \rho \sum_{i} \mathbf{M}\left(T \mathrm{~L} B_{i}-S_{i}\right) \cdot \sup |d \omega| \\
& \leq 2 \rho \sum_{i} \mathbf{M}\left(T \mathrm{~L} B_{i}\right) \cdot \sup |d \omega| \\
& \leq 2 \rho \mathbf{M}(T) \cdot \sup |d \omega|
\end{aligned}
$$

Thus we see that $T_{\rho}$ converges weakly to $T$ as $\rho$ decreases to zero. By the lower semicontinuity of mass, we have

$$
\mathbf{M}_{W}(T) \leq \underset{\rho \downarrow 0}{\liminf } \mathbf{M}_{W}\left(T_{\rho}\right)
$$

On the other hand, we have

$$
\begin{aligned}
\mathbf{M}_{W}\left(T_{\rho}\right) & \leq \mathbf{M}_{W}\left(T-\sum_{i} T \mathrm{~L} B_{i}\right)+\sum_{i} \mathbf{M}_{W}\left(S_{i}\right) \\
& \leq \mathbf{M}_{W}\left(T-\sum_{i} T \mathrm{~L} B_{i}\right)+(1-\epsilon) \sum_{i} \mathbf{M}_{W}\left(T \mathrm{~L} B_{i}\right) \\
& \leq \mathbf{M}_{W}(T)-\epsilon \sum_{i} \mathbf{M}_{W}\left(T \mathrm{~L} B_{i}\right) \\
& \leq \mathbf{M}_{W}(T)-\epsilon\|T\|(E)
\end{aligned}
$$

a contradiction.
(2) Let $x$ be a point at which (8.14) holds. Set $f(r)=\mathbf{M}(T L \mathbb{B}(x, r))$. For sufficiently small $r$ we have

$$
\begin{equation*}
f(r)<2 \lambda(x, r) \tag{8.15}
\end{equation*}
$$

To be specific, let us suppose that (8.15) holds for $0<r<R$.
For $\mathcal{L}^{1}$-almost every $r$, we have

$$
\mathbf{M}\left[\partial(T\llcorner\mathbb{B}(x, r))] \leq f^{\prime}(r)\right.
$$

Applying the isoperimetric inequality, we have

$$
\lambda(x, r)^{(M-1) / M} \leq c_{0} f^{\prime}(r)
$$

where $c_{0}$ is a constant depending only on the dimensions $M$ and $K$. So, by (8.15), we have

$$
[f(r)]^{(M-1) / M} \leq c_{1} f^{\prime}(r) \quad(0<r<R)
$$

where $c_{1}$ is another constant. Thus we have

$$
\frac{d}{d r}[f(r)]^{1 / M}=(1 / M) f^{\prime}(r)[f(r)]^{(1-M) / M} \geq 1 / c_{1}
$$

Since $f$ is a non-decreasing function, we have

$$
[f(\rho)]^{1 / M} \geq \int_{0}^{\rho} \frac{d}{d r}[f(r)]^{1 / M} d r \geq \int_{0}^{\rho} 1 / c_{1} d r=\rho / c_{1}
$$

We conclude that $f(r) \geq\left(r / c_{1}\right)^{M}$ holds for $0<r<R$.

### 8.1.6 Completion of the Proof of the Compactness Theorem

Now that we have all the requisite tools at hand, we can complete the proof of the compactness theorem. Recall that by hypothesis we have a sequence $\left\{T_{j}\right\} \subseteq \mathcal{D}_{M}(U)$ of integer-multiplicity currents such that

$$
\sup _{j \geq 1}\left[\mathbf{M}_{W}\left(T_{j}\right)+\mathbf{M}_{W}\left(\partial T_{j}\right)\right]<\infty \quad \text { for all } W \subset \subset U
$$

By applying the Banach-Alaoglu theorem and passing to a subsequence if necessary, but without changing notation, we may assume that there is a current $T \in \mathcal{D}_{M}(U)$ such that $T_{j} \rightarrow T$ weakly in $U$. Our task is to show that $T$ is an integer-multiplicity rectifiable current.

By the slicing lemma applied with $f(x)=|x-a|(a \in U)$, we see that it suffices to consider the case in which $U=\mathbb{R}^{M+K}$ and all the $T_{j}$ are supported in a fixed compact set.

By the boundary rectifiability theorem, each $\partial T_{j}$ is integer-multiplicity. By the compactness theorem for currents of dimension $M-1, \partial T$ is integermultiplicity (since $\partial T_{j}$ converges weakly to $\partial T$ ). We know then that $\boldsymbol{\delta}_{0} \times\left(\partial T_{j}\right)$ and $\boldsymbol{\delta}_{0} \ngtr(\partial T)$ are integer-multiplicity. By subtracting those currents from $T_{j}$ and $T$, we may suppose that $\partial T_{j}=0$, for all $j$ (and, of course, $\partial T=0$ ).

By Lemma 8.1.17, we know that $\|T\|=\mathcal{H}^{M} \mathrm{~L} \theta$, where $\theta$ is real-valued and nonnegative. In fact, $\theta$ is bounded below by a positive number, so we see that

$$
A=\left\{x \in \mathbb{R}^{M+K}: \theta(x)>0\right\}
$$

has finite $\mathcal{H}^{M}$ measure.

Consider $\alpha$ a multiindex with

$$
\begin{equation*}
1 \leq \alpha_{1}<\alpha_{2}<\cdots<\alpha_{M} \leq M+K \tag{8.16}
\end{equation*}
$$

Let $\Pi_{\alpha}: \mathbb{R}^{M+K} \rightarrow \mathbb{R}^{M}$ be the orthogonal projection mapping

$$
x \in \mathbb{R}^{M+K} \longmapsto \sum_{i=1}^{M}\left(\mathbf{e}_{\alpha_{i}} \cdot x\right) \mathbf{e}_{i}
$$

By Theorem 8.1.9, we see that $\left\langle T, \Pi_{\alpha}, x\right\rangle$ is an MBV function of $x$ with total variation measure bounded by $M L$. By Theorem 8.1.15, we see that there is a set $E_{\alpha} \subseteq \mathbb{R}^{M}$ with $\mathcal{L}^{M}\left(E_{\alpha}\right)=0$ such that

$$
S_{\alpha}=\bigcup_{x \in \mathbb{R}^{M} \backslash E_{\alpha}} \operatorname{spt}\left[\left\langle T, \Pi_{\alpha}, x\right\rangle\right]
$$

is a countably $M$-rectifiable subset of $\mathbb{R}^{M+K}$. Also set

$$
B_{\alpha}=A \cap \Pi_{\alpha}^{-1}\left(E_{\alpha}\right) .
$$

We have $A \subseteq S_{\alpha} \cup B_{\alpha}$.
Letting $I$ denote the set of all the multiindices as in (8.16), we see that

$$
A \subseteq \bigcap_{\alpha \in I}\left[S_{\alpha} \cup B_{\alpha}\right] \subseteq S \cup B
$$

where

$$
S=\bigcup_{\alpha \in I} S_{\alpha}, \quad B=\bigcap_{\alpha \in I} B_{\alpha} .
$$

By Lemma 7.4.2, $T \mathrm{~L} B=0$, so $T=T L S$.
We may suppose that $A \subseteq S$. By Theorem 8.1.9 we know that, for each $\alpha \in I$ and for $\mathcal{L}^{M}$-almost every $x \in \mathbb{R}^{M},\left\langle T, \Pi_{\alpha}, x\right\rangle$ is integer-valued. So we conclude that $\theta$ is in fact integer-valued.

Finally, Theorem 8.1.6 tells us that $T$ is an integer-multiplicity rectifiable current.

### 8.2 The Flat Metric

Here we introduce a new topology given by the so-called flat metric. Our main result is that, for a sequence of integer-multiplicity currents $\left\{T_{j}\right\} \subset \mathcal{D}_{M}(U)$
with $\sup _{j \geq 1}\left[\mathbf{M}_{W}\left(T_{j}\right)+\mathbf{M}_{W}\left(\partial T_{j}\right)\right]<\infty$, for all $W \subset \subset U$, this new topology is equivalent to that given by weak convergence. There is some confusion in the literature because readers assume that the word "flat" has some geometric connotation of a lack of curvature. In point of fact the use of this word is an allusion to Hassler Whitney's use of the musical notation $b$ to denote the metric.

Let $U$ denote an arbitrary open set in $\mathbb{R}^{M+K}$. Set
$\mathcal{I}(U)=\left\{T \in \mathcal{D}_{M}(U): T\right.$ is integer-multiplicity, $\mathbf{M}_{W}(\partial T)<\infty$ if $\left.W \subset \subset U\right\}$.
Also set, for any $L>0$ and $W \subset \subset U$,

$$
\mathcal{I}_{L, W}(U)=\{T \in \mathcal{I}: \operatorname{spt} T \subset \bar{W}, \mathbf{M}(T)+\mathbf{M}(\partial T) \leq L\}
$$

When the open set $U$ is clear from context, as it usually is, we will simply write $\mathcal{I}$ and $\mathcal{I}_{L, W}$ for $\mathcal{I}(U)$ and $\mathcal{I}_{L, W}(U)$, respectively.

On $\mathcal{I}$ we define a family of pseudometrics $\left\{\mathrm{d}_{W}\right\}_{W \subset \subset U}$ by

$$
\begin{aligned}
\mathrm{d}_{W}\left(T_{1}, T_{2}\right)= & \inf \left\{\mathbf{M}_{W}(S)+\mathbf{M}_{W}(R): T_{1}-T_{2}=\partial R+S\right. \\
& \left.R \in \mathcal{D}_{M+1}(U), S \in \mathcal{D}_{M}(U) \text { are of integer multiplicity }\right\} .
\end{aligned}
$$

It is worth explicitly noting that if $\omega \in \mathcal{D}^{M}(U)$ with $\operatorname{spt} \omega \subset W$, then

$$
\begin{equation*}
\left|\left(T_{1}-T_{2}\right)(\omega)\right| \leq \mathrm{d}_{W}\left(T_{1}, T_{2}\right) \cdot \max \left\{\sup _{x \in W}|\omega(x)|, \sup _{x \in W}|d \omega(x)|\right\} . \tag{8.17}
\end{equation*}
$$

In what follows we shall assume that $\mathcal{I}$ is equipped with the topology given by the family $\left\{\mathrm{d}_{W}\right\}_{W \subset \subset U}$ of pseudometrics. This topology is the flat metric topology for $\mathcal{I}$. Obviously there is a countable topological base of neighborhoods at each point, and $T_{j} \rightarrow T$ in this topology if and only if $\mathrm{d}_{W}\left(T_{j}, T\right) \rightarrow 0$ for all $W \subset \subset U$.

Theorem 8.2.1 Let $T$, $\left\{T_{j}\right\}$ in $\mathcal{D}_{M}(U)$ be integer-multiplicity currents with $\sup _{j \geq 1}\left\{\mathbf{M}_{W}\left(T_{j}\right)+\mathbf{M}_{W}\left(\partial T_{j}\right)\right\}<\infty$ for all $W \subset \subset U$. Then $T_{j}$ converges weakly to $T$ if and only if

$$
\begin{equation*}
\mathrm{d}_{W}\left(T_{j}, T\right) \rightarrow 0 \text { for each } W \subset \subset U \tag{8.18}
\end{equation*}
$$

Remark 8.2.2 The statement of this last theorem in no way invokes the compactness theorem (Theorem 7.5.2), but we must note that if we combine the result with the compactness theorem then we can see that, for any family of positive (finite) constants $\{c(W)\}_{W \subset \subset U}$, the set

$$
\left\{T \in \mathcal{I}: \mathbf{M}_{W}(T)+\mathbf{M}_{W}(\partial T) \leq c(W) \text { for all } W \subset \subset U\right\}
$$

is sequentially compact when equipped with the flat metric topology.
Proof of the Theorem: First observe that, if (8.18) holds, then (8.17) implies that $T_{j}$ converges weakly to $T$.

In proving the converse, that weak convergence implies flat metric convergence, the main point is demonstrating the appropriate total boundedness property. More particularly, we shall show that, for any given $\epsilon>0$ and $W \subset \subset \widetilde{W} \subset \subset U$, we can find a number $N=N(\epsilon, W, \widetilde{W}, L)$ and integermultiplicity currents $P_{1}, P_{2}, \ldots P_{N} \in \mathcal{D}_{M}(U)$ such that

$$
\begin{equation*}
\mathcal{I}_{L, W} \subset \bigcup_{j=1}^{N}\left\{S \in \mathcal{I}: \mathrm{d}_{\widetilde{W}}\left(S, P_{j}\right)<\epsilon\right\} \tag{8.19}
\end{equation*}
$$

that is, each element of $\mathcal{I}_{L, W}$ is within $\epsilon$ of one of the currents $P_{1}, P_{2}, \ldots P_{N}$, as measured by the pseudometric $\mathrm{d}_{\widetilde{W}}$. This fact follows immediately from the deformation theorem. To wit, for any $\rho>0$, Theorem 7.7.2 shows that for $T \in \mathcal{I}_{L, W}$ we can find integer-multiplicity currents $P, R, S$ so that
(1) $T-P=\partial R+S$;
(2) $P=\sum_{F \in \mathcal{L}_{M}} p_{F} \boldsymbol{\eta}_{\rho \#} \llbracket F \mathbf{\rrbracket}, \quad p_{F} \in \mathbb{Z} ;$
(3) $\operatorname{spt} P \subset\{x: \operatorname{dist}(x, \operatorname{spt} T)<2 \sqrt{M+K} \rho\}$;
(4) $\mathrm{M}(P)=$
$=\sum_{F \in \mathcal{\mathcal { L } _ { M }}(\rho)}\left|p_{F}\right| \rho^{M}$ and $\mathbf{M}(P) \leq c \mathbf{M}(T) \leq c L ;$
(5) $\operatorname{spt} R \cup \operatorname{spt} S \subset\{x: \operatorname{dist}(x, \operatorname{spt} T)<2 \sqrt{M+K} \rho\}$ and $\mathbf{M}(R)+\mathbf{M}(S) \leq c \rho \mathbf{M}(T) \leq c \rho L$.
It follows that, for $\rho$ small enough to ensure $2 \sqrt{M+K}<\operatorname{dist}(W, \partial \widetilde{W})$, the estimates (1) and (5) imply that

$$
\mathrm{d}_{\widetilde{W}}(T, P) \leq c \rho L
$$

Since there are only finitely many currents $P$ as in (2), (3), (4), they may be indexed $P_{1}, \ldots, P_{N}$ as in (8.19), where the number $N$ depends only on $L$, $W, M, K$, and $\rho$.

Next we choose an increasing family of sets $W_{i} \subset \subset U$ so that the boundaries of the $W_{i}$ cut the $T_{j}$ in a controlled way. Specifically, we notice that by (1) and (2) of Lemma 7.6.3 and Sard's theorem (i.e., Corollary 5.1.10), we can find a subsequence $\left\{T_{j^{\prime}}\right\} \subset\left\{T_{j}\right\}$ and a sequence $\left\{W_{i}\right\}$ with $W_{i} \subset$ $\subset W_{i+1} \subset \subset U$ and $\cup_{i=1}^{\infty} W_{i}=U$ so that $\sup _{j^{\prime} \geq 1} \mathbf{M}\left[\partial\left(T_{j^{\prime}} L W_{i}\right)\right]<\infty$ for all $i$. It follows that we may henceforth assume without loss of generality that $W \subset \subset U$ and

$$
\operatorname{spt} T_{j} \subset \bar{W} \text { for all } j
$$

Now we take any $\widetilde{W}$ such that $W \subset \subset \widetilde{W} \subset \subset U$. We apply (8.19) with $\epsilon=2^{-r}, r=1,2, \ldots$, so that we may extract a subsequence $\left\{T_{j_{r}}\right\}_{r=1}^{\infty}$ from $\left\{T_{j}\right\}$ so that

$$
\mathrm{d}_{\widetilde{W}}\left(T_{j_{r+1}}, T_{j_{r}}\right)<2^{-r}
$$

and so

$$
\begin{equation*}
T_{j_{r+1}}-T_{j_{r}}=\partial R_{r}+S_{r} . \tag{8.20}
\end{equation*}
$$

Here $R_{r}, S_{r}$ are integer-multiplicity,

$$
\operatorname{spt} R_{r} \cup \operatorname{spt} S_{r} \subset \widetilde{W}
$$

and

$$
\mathbf{M}\left(R_{r}\right)+\mathbf{M}\left(S_{r}\right) \leq 2^{-r}
$$

Thus, by the compactness theorem, Theorem 7.5.2, we can define integermultiplicity currents $R^{(\ell)}$, $S^{(\ell)}$ via series

$$
R^{(\ell)}=\sum_{r=\ell}^{\infty} R_{r}
$$

and

$$
S^{(\ell)}=\sum_{r=\ell}^{\infty} S_{r},
$$

which converge in the mass topology. It follows then that

$$
\mathbf{M}\left[R^{(\ell)}\right]+\mathbf{M}\left[S^{(\ell)}\right] \leq 2^{-\ell+1}
$$

and, from (8.20),

$$
T-T_{j_{\ell}}=\partial R^{(\ell)}+S^{(\ell)}
$$

Hence we have a subsequence $\left\{T_{j_{\ell}}\right\}$ of $\left\{T_{j}\right\}$ such that $\mathrm{d}_{\widetilde{W}}\left(T, T_{j_{\ell}}\right) \rightarrow 0$. Since we can in this manner extract a subsequence converging relative to $\mathrm{d}_{\widetilde{W}}$ from any given subsequence of $\left\{T_{j}\right\}$, then we have $\mathrm{d}_{\widetilde{W}}\left(T, T_{j}\right) \rightarrow 0$. Since this process can be repeated with $W=W_{i}, \widetilde{W}=W_{i+1}$ for all $i$, the desired result follows.

### 8.3 Existence of Currents Minimizing Variational Integrals

### 8.3.1 Minimizing Mass

One of the problems that motivated the development of the theory of integermultiplicity currents is the problem of finding an area-minimizing surface having a prescribed boundary. The study of area-minimizing surfaces is quite old, dating back to Euler's discovery of the area-minimizing property of the catenoid in the 1740s and to Lagrange's discovery of the minimal surface equation in the 1760s. But, despite the many advances since the time of Euler and Lagrange, many interesting questions and avenues of research remain.

In the context of integer-multiplicity currents, it is appropriate to investigate the problem of minimizing the mass of the current, as the mass accounts for both the area of the corresponding surface and the multiplicity attached to the surface. The next definition applies in very general situations to make precise the notion of a current being mass-minimizing in comparison with currents having the same boundary.

Definition 8.3.1 Suppose that $U \subseteq \mathbb{R}^{N}$ and $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ is an integermultiplicity current. For a subset $B \subseteq U$, we say that $T$ is mass-minimizing in $B$ if

$$
\begin{equation*}
\mathbf{M}_{W}[T] \leq \mathbf{M}_{W}[S] \tag{8.21}
\end{equation*}
$$

holds, whenever $S$ is an integer-multiplicity current and

$$
\begin{aligned}
& W \subset \subset U \\
& \partial S=\partial T \\
& \operatorname{spt}[S-T] \text { is a compact subset of } B \cap W
\end{aligned}
$$

Remark 8.3.2 In case $B=\mathbb{R}^{N}$, we say simply that $T$ is mass-minimizing. If, additionally, $T$ has compact support, then Definition 8.3.1 reduces to the requirement that

$$
\mathbf{M}[T] \leq \mathbf{M}[S]
$$

hold whenever $\partial S=\partial T$.
If $R$ is a non-trivial $M-1$ dimensional current that is the boundary of some integer-multiplicity current, then it makes sense to ask whether there exists a mass-minimizing integer-multiplicity current with $R$ as its boundary. The next theorem tells us that, indeed, such a mass-minimizing current does exist.

Theorem 8.3.3 Suppose that $1 \leq M \leq N$. If $R \in \mathcal{D}_{M-1}\left(\mathbb{R}^{N}\right)$ has compact support and if there exists an integer-multiplicity current $Q \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ with $R=\partial Q$, then there exists a mass-minimizing integer-multiplicity current $T$ with $\partial T=R$.

Proof. Let $\left\{T_{i}\right\}_{i=1}^{\infty}$ be a sequence of integer-multiplicity currents with $\partial T_{i}=$ $R$, for $i=1,2, \ldots$, and with

$$
\lim _{i \rightarrow \infty} \mathbf{M}\left[T_{i}\right]=\inf \{\mathbf{M}[S]: \partial S=R, S \text { is integer-multiplicity }\}
$$

Set $M=\operatorname{dist}(\operatorname{spt} R, 0)$ and let $f: \mathbb{R}^{N} \rightarrow \overline{\mathbb{B}}(0, M)$ be the nearest-point retraction. Because the boundary operator and the push-forward operator commute, we have

$$
\partial\left(f_{\#} T_{i}\right)=f_{\#}\left(\partial T_{i}\right)=f_{\#} R=R
$$

for $i=1,2, \ldots$. Noting that $\operatorname{Lip}(f)=1$, we conclude that

$$
\mathbf{M}\left[f_{\#} T_{i}\right] \leq \mathbf{M}\left[T_{i}\right]
$$

holds, for $i=1,2, \ldots$. Thus, by replacing $T_{i}$ with $f_{\#} T_{i}$ if need be, we may suppose that $\operatorname{spt} T_{i} \subseteq \overline{\mathbb{B}}(0, M)$ holds for $i=1,2, \ldots$.

Now consider the sequence of integer-multiplicity currents $\left\{S_{i}\right\}_{i=1}^{\infty}$ defined by setting $S_{i}=T_{i}-Q$, for each $i=1,2, \ldots$. Noting that $\partial S_{i}=0$ for each $i$, we see that the sequence $\left\{S_{i}\right\}_{i=1}^{\infty}$ satisfies the conditions of the compactness theorem (Theorem 7.5.2). We conclude that there exist a subsequence $\left\{S_{i_{k}}\right\}_{k=1}^{\infty}$ of $\left\{S_{i}\right\}_{i=1}^{\infty}$ and an integer-multiplicity current $S^{*}$ such that $S_{i_{k}} \rightarrow S^{*}$ as $k \rightarrow \infty$. We conclude also that $\partial S^{*}=0$.

Setting $T=S^{*}+Q$, we see that $T_{i_{k}}=S_{i_{k}}+Q \rightarrow S^{*}+Q=T$ as $k \rightarrow \infty$ and that $\partial T=\partial\left(S^{*}+Q\right)=\partial S^{*}+\partial Q=\partial Q=R$. By the lowersemicontinuity of the mass, we have

$$
\mathbf{M}[T]=\inf \{\mathbf{M}[S]: \partial S=R, \quad S \text { is integer-multiplicity }\}
$$

### 8.3.2 Other Integrands and Integrals

Minimizing the mass of a current is only one of many possible variational problems that can be considered in the space of integer-multiplicity currents. To introduce more general problems, we first define an appropriate class of integrands.

Definition 8.3.4 Let $U \subseteq \mathbb{R}^{N}$ be open, and suppose that $1 \leq M \leq N$.
(1) By an $M$-dimensional parametric integrand on $U$ we mean a continuous function $F: U \times \wedge_{M}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ satisfying the homogeneity condition

$$
F(x, r \omega)=r F(x, \omega), \text { for } r \geq 0, x \in U, \omega \in \bigwedge_{M}\left(\mathbb{R}^{N}\right)
$$

The integrand is positive if

$$
F(x, \omega)>0
$$

holds whenever $\omega \neq 0$. We will limit our attention to positive integrands (see Remark 8.3.5).
(2) If $F$ is an $M$-dimensional parametric integrand on $U$ and $T=\boldsymbol{\tau}(V, \theta, \xi)$ is an $M$-dimensional integer-multiplicity current supported in $U$, then the integral of $F$ over $T$, denoted $\int_{T} F$, is defined by setting

$$
\int_{T} F=\int_{V} F(x, \theta(x) \xi(x)) d \mathcal{H}^{M} x=\int_{U} F(x, \stackrel{\rightharpoonup}{T}(x)) d\|T\| x
$$

(3) We say that the parametric integrand $F$ is a constant coefficient integrand if $F\left(x_{1}, \omega\right)=F\left(x_{2}, \omega\right)$ holds for $x_{1}, x_{2} \in U$ and $\omega \in \wedge_{M}\left(\mathbb{R}^{n}\right)$. If $F$ is a constant coefficient integrand, then it is no loss of generality in assuming that $U=\mathbb{R}^{N}$.
(4) Given any $x_{0} \in U$, we define the constant coefficient parametric integrand $F_{x_{0}}$ by setting

$$
F_{x_{0}}(x, \omega)=F\left(x_{0}, \omega\right), \text { for } x \in \mathbb{R}^{N}, \omega \in \wedge_{M}\left(\mathbb{R}^{N}\right) .
$$

Remark 8.3.5 The limitation to considering a positive integrand is convenient when one seeks a current that minimizes the integral of the integrand, because one automatically knows that zero is a lower bound for the possible values of the integral.

## Example 8.3.6

(1) The $M$-dimensional area integrand is the constant coefficient parametric integrand $A$ given by

$$
A(x, \omega)=|\omega|, \text { for } x \in U, \omega \in \wedge_{M}\left(\mathbb{R}^{N}\right)
$$

We see that

$$
\int_{T} A=\mathbf{M}[T] .
$$

(2) Let $F$ be an $(N-1)$-dimensional parametric integrand on $\mathbb{R}^{N}$. If $W$ is a bounded open subset of $\mathbb{R}^{N}$ and $T$ is the ( $N-1$ )-dimensional integermultiplicity current associated with the graph of a function $g: W \rightarrow \mathbb{R}$, then

$$
\int_{T} F=\int_{W} F\left[(x, g(x)), \mathbf{e}^{N}+\sum_{i=1}^{N-1} D_{i} g(x) \mathbf{e}_{\widehat{\imath}}\right] d \mathcal{L}^{N-1} x .
$$

Comparing with [Mor 66; p. 2] for instance, we see that integrating the parametric integrand $F$ over a surface defined by the graph of a function $g$ gives the same result as evaluating the classical non-parametric functional

$$
\int_{W} \mathcal{F}[x, g(x), D g(x)] d \mathcal{L}^{N-1} x
$$

over the region $W$, where the integrand $\mathcal{F}$ is given by

$$
\begin{equation*}
\mathcal{F}[x, z, p]=F\left[(x, z), \mathbf{e}^{N}+\sum_{i=1}^{N-1} p_{i} \mathbf{e}_{\widehat{\imath}}\right], \tag{8.22}
\end{equation*}
$$

for $x \in \mathbb{R}^{N-1}, z \in \mathbb{R}$, and $p=\left(p_{1}, p_{2}, \ldots, p_{N-1}\right) \in \mathbb{R}^{N-1}$.
A similar comparison can be made in higher codimensions, but the notation becomes increasingly unwieldy.

The notion of minimizing a parametric integrand is defined analogously to Definition 8.3.1, but with the appropriate inequality replacing (8.21). More precisely, we have the following definition.

Definition 8.3.7 Let $F: U \times \wedge_{M}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ be an $M$-dimensional parametric integrand on $U$. Suppose that $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ is an integer-multiplicity current. For a subset $B \subseteq U$, we say that $T$ is $F$-minimizing in $B$ if

$$
\begin{equation*}
\int_{T\llcorner W} F \leq \int_{S\llcorner W} F \tag{8.23}
\end{equation*}
$$

holds, whenever $S$ is an integer-multiplicity current and

$$
\begin{aligned}
& W \subset \subset U \\
& \partial S=\partial T \\
& \operatorname{spt}[S-T] \text { is a compact subset of } B \cap W .
\end{aligned}
$$

The existence of mass minimizing currents was guaranteed by Theorem 8.3.3. The proof of that theorem, as given above, is an instance of the "direct method" in the calculus of variations. In the direct method, a minimizing sequence is chosen (always possible as long as the infimum of the values of the functional is finite), a convergent subsequence is extracted (a compactness theorem is needed-in our case Theorem 7.5.2), and a lowersemicontinuity result is applied (lower-semicontinuity is immediate for the mass functional). Thus the question naturally arises as to whether or not the integral of a parametric integrand is lower-semicontinuous.

Definition 8.3.8 Let $F: U \times \wedge_{M}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ be an $M$-dimensional positive parametric integrand on $U$. We say that $F$ is semielliptic if, for each $x_{0} \in U$, the integer-multiplicity current associated with any oriented $M$-dimensional plane is $F_{x_{0}}$-minimizing.

Remark 8.3.9 What Definition 8.3 .8 tells us is that $F$ is semielliptic if and only if, for every $x_{0} \in U$, the conditions
(1) $v_{1}, v_{2}, \ldots, v_{M} \in \mathbb{R}^{N}$ are linearly independent,
(2) $V$ is a bounded, relatively open subset of $\operatorname{span}\left\{v_{1}, v_{2}, \ldots, v_{M}\right\}$,
(3) $\xi=v_{1} \wedge v_{2} \wedge \cdots \wedge v_{M} /\left|v_{1} \wedge v_{2} \wedge \cdots \wedge v_{M}\right|$,
(4) $T=\boldsymbol{\tau}(V, 1, \xi)$,
(5) $R$ is a compactly supported integer-multiplicity current,
(6) $\partial R=\partial T$,
imply

$$
\begin{equation*}
\int_{T} F_{x_{0}} \leq \int_{R} F_{x_{0}} \tag{8.24}
\end{equation*}
$$

The hypothesis of semiellipticity for the integrand $F$ is sufficient to guarantee the lower-semicontinuity of the integral of $F$ as a functional on integermultiplicity currents.

Theorem 8.3.10 Suppose that $1 \leq M \leq N$. Let $F: U \times \wedge_{M}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ be an $M$-dimensional positive parametric integrand on $U$. If $F$ is semielliptic, then the functional $T \longmapsto \int_{T} F$ is lower-semicontinuous. That is, if $K \subset U$ is compact, $T_{i} \rightarrow T$ in the flat metric, and $\operatorname{spt} T_{i} \subseteq K$ for $i=1,2, \ldots$, then it holds that

$$
\int_{T} F \leq \liminf _{i \rightarrow \infty} \int_{T_{i}} F
$$

The heuristic of the proof is that, for $\|T\|$-almost every $x_{0}, T$ can be approximated by an $M$-dimensional plane and $F$ can be approximated by $F_{x_{0}}$. The details can be found in [Fed 69; 5.1.5].

Corollary 8.3.11 Suppose that $1 \leq M \leq N$. Let $F: U \times \wedge_{M}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ be an $M$-dimensional semielliptic positive parametric integrand. Let $K$ be a compact subset of $U$. If $R \in \mathcal{D}_{M-1}\left(\mathbb{R}^{N}\right)$ and if there exists an integermultiplicity current $Q \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ with $R=\partial Q$ and with $\operatorname{spt} Q \subseteq K$, then there exists an integer-multiplicity current $T$ with $\partial T=R$ and with $\operatorname{spt} T \subseteq$ $K$ that is $F$-minimizing in $K$.

Proof. Proceeding as in the proof of Theorem 8.3.3, we let $\left\{T_{i}\right\}_{i=1}^{\infty}$ be a sequence of integer-multiplicity currents with $\partial T_{i}=R$ and with $\operatorname{spt} T_{i} \subseteq K$, for $i=1,2, \ldots$, chosen so that

$$
\begin{aligned}
& \lim _{i \rightarrow \infty} \int_{T_{i}} F \\
& =\inf \left\{\int_{S} F: \partial S=R, \quad \operatorname{spt} S \subseteq K, \quad S \text { is integer-multiplicity }\right\}
\end{aligned}
$$

By the compactness theorem, we can extract a convergent subsequence, and then the result follows from Theorem 8.3.10.

As far as being convenient for guaranteeing lower-semicontinuity, the condition of semiellipticity is hardly satisfactory, since it may well be difficult to verify that currents associated with $M$-dimensional planes are $F_{x_{0}}-$ minimizing. A more practical condition is that each $F_{x_{0}}$ be convex.

Definition 8.3.12 Let $F: U \times \wedge_{M}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ be an $M$-dimensional parametric integrand on $U$. We say that $F$ is convex if, for each $x_{0} \in U, F_{x_{0}}$ is a convex function on $\wedge_{M}\left(\mathbb{R}^{N}\right)$, that is, if

$$
F\left(x_{0}, \lambda \omega_{1}+(1-\lambda) \omega_{2}\right) \leq \lambda F\left(x_{0}, \omega_{1}\right)+(1-\lambda) F\left(x_{0}, \omega_{2}\right)
$$

holds for $\omega_{1}, \omega_{2} \in \wedge_{M}\left(\mathbb{R}^{N}\right)$ and $0 \leq \lambda \leq 1$.
Theorem 8.3.13 If the $M$-dimensional parametric integrand $F$ is convex, then it is semielliptic.

Proof. Let $F$ be convex and fix $x_{0} \in U$. Suppose that the conditions of Remark 8.3.9(1)-(6) hold.

First we claim that

$$
\begin{equation*}
\int \stackrel{\rightharpoonup}{T} d\|T\|=\int \stackrel{\rightharpoonup}{R} d\|R\| \tag{8.25}
\end{equation*}
$$

Both sides of (8.25) are elements of $\wedge_{M}\left(\mathbb{R}^{N}\right)$. Now suppose that (8.25) is false. We may let $\omega \in \wedge_{M}\left(\mathbb{R}^{N}\right)$ be such that

$$
\left\langle\int \vec{T} d\|T\|-\int \vec{R} d\|R\|, \omega\right\rangle \neq 0 .
$$

But, choosing $W \in \mathcal{D}_{M+1}\left(\mathbb{R}^{N}\right)$ such that $\partial W=T-R$, as we may because $\partial(T-R)=0$, and thinking of $\omega$ as a differential form having a constant value (so that $d \omega=0$ holds), we see that

$$
\begin{aligned}
0=W[d \omega]=(\partial W)[\omega] & =\int\langle\stackrel{\rightharpoonup}{T}, \omega\rangle d\|T\|-\int\langle\stackrel{\rightharpoonup}{R}, \omega\rangle d\|R\| \\
& =\left\langle\int \stackrel{\rightharpoonup}{T} d\|T\|-\int \vec{R} d\|R\|, \omega\right\rangle
\end{aligned}
$$

a contradiction.
Now, by the homogeneity of $F_{x_{0}}$, the fact that $\vec{T}$ is constant, equation (8.25), and by using Jensen's inequality, we obtain

$$
\begin{aligned}
\int_{T} F_{x_{0}} & =\int F\left(x_{0}, \stackrel{\rightharpoonup}{T}\right) d\|T\|=F\left(x_{0}, \stackrel{\rightharpoonup}{T}\right)\|T\|\left[\mathbb{R}^{N}\right] \\
& =F\left(x_{0}, \stackrel{\rightharpoonup}{T}\|T\|\left[\mathbb{R}^{N}\right]\right)=F\left(x_{0}, \int \stackrel{\rightharpoonup}{T} d\|T\|\right) \\
& =F\left(x_{0}, \int \vec{R} d\|R\|\right) \leq \int F\left(x_{0}, \stackrel{\rightharpoonup}{R}\right) d\|R\|=\int_{R} F_{x_{0}}
\end{aligned}
$$

Finally, we illustrate the subtle difference between the notion of a convex parametric integrand and the notion of convexity of integrands in the nonparametric setting.

Example 8.3.14 The 2-dimensional parametric area integrand on $\mathbb{R}^{4}$ is convex, but the integrand that gives the 2-dimensional area of the graph of a function $g$ over a region in $\mathbb{R}^{2}$ is not a convex function of $D g$. In fact, if $g=\left(g_{1}, g_{2}\right)$ is a function of $\left(x_{1}, x_{2}\right)$, then the area of the graph of $g$ is found by integrating

$$
\begin{equation*}
\mathcal{F}\left(p_{1,1}, p_{1,2}, p_{2,1}, p_{2,2}\right)=\sqrt{1+\sum_{i, j=1}^{2} p_{i, j}^{2}+\left(p_{1,1} p_{2,2}-p_{1,2} p_{2,1}\right)^{2}} \tag{8.26}
\end{equation*}
$$

where we set

$$
p_{i, j}=\frac{\partial g_{i}}{\partial x_{j}} .
$$

We see that the function in (8.26) is not convex by comparing

$$
\begin{equation*}
\frac{\mathcal{F}(T, T, 0,0)+\mathcal{F}(0,0,-T, T)}{2}=\sqrt{1+2 T^{2}} \tag{8.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}\left(\frac{1}{2} T, \frac{1}{2} T,-\frac{1}{2} T, \frac{1}{2} T\right)=\sqrt{1+T^{2}+\frac{1}{4} T^{4}} \tag{8.28}
\end{equation*}
$$

and noting that, for large $|T|$, the value in (8.28) is larger value than the value in (8.27).

### 8.4 Density Estimates for Minimizing Currents

One gains information about a current that minimizes a variational integral by using comparison surfaces. A comparison surface can be any surface having the same boundary as the minimizer. To be useful a comparison surface should be one that you construct in such a way that the variational integral on the comparison surface can be estimated. Since the variational integral for the minimizer must be less than or equal to the integral for the comparison surface, some information can thereby be gleaned from the estimate for the variational integral on the comparison surface. The next lemma illustrates this idea.

Lemma 8.4.1 If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ is a mass-minimizing, integer-multiplicity current, $p \in \operatorname{spt} T$, and $\mathbb{B}(p, r) \cap \operatorname{spt} \partial T=\emptyset$, where $0<r$, then

$$
\begin{equation*}
\mathbf{M}\left[T\lfloor\mathbb{B}(p, r)] \leq \frac{r}{M} \mathbf{M}[\partial(T \mathrm{~L} \mathbb{B}(p, r))]\right. \tag{8.29}
\end{equation*}
$$

Proof. The comparison surface $C$ that we use is the cone over $\partial(T L \mathbb{B}(p, r))$ with vertex $p$-see Figure 8.1. That is, we set

$$
C=\boldsymbol{\delta}_{p} \nVdash \partial(T\lfloor\mathbb{B}(p, r))
$$

using the cone construction in in (7.26) with 0 replaced by $p$ and $M$ replaced by $M-1$. Then by (7.27) we have

$$
\begin{equation*}
\partial C=\partial(T\lfloor\mathbb{B}(p, r)) \tag{8.30}
\end{equation*}
$$

and by (7.28) we have

$$
\begin{equation*}
\mathbf{M}[C] \leq \frac{r}{M} \mathbf{M}[\partial(T\lfloor\mathbb{B}(p, r))] \tag{8.31}
\end{equation*}
$$

By (8.30), we have

$$
\partial(T+C-T \mathbf{L} \mathbb{B}(p, r))=\partial T
$$

so, because $T$ is mass-minimizing, we have

$$
\mathbf{M}[T] \leq \mathbf{M}[T+C-T\lfloor\mathbb{B}(p, r)]
$$



Figure 8.1: The conical comparison surface.
and we conclude that

$$
\mathbf{M}\left[T\lfloor\mathbb{B}(p, r)] \leq \mathbf{M}[C] \leq \frac{r}{M} \mathbf{M}[\partial(T\llcorner\mathbb{B}(p, r))]\right.
$$

holds.
The upper bound (8.29) for the mass of a mass-minimizer inside a ball is interesting, but the reader may have noticed the absence of a bound for the quantity on the right-hand side of (8.29). The next lemma, which follows readily from Lemma 7.6 .3 , provides that missing bound.

Lemma 8.4.2 If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ is an integer-multiplicity current, $p \in \operatorname{spt} T$, and $\mathbb{B}(p, R) \cap \operatorname{spt} \partial T=\emptyset$, where $0<R$, then, for $\mathcal{L}^{1}$-almost every $0<r<R$, it holds that

$$
\begin{equation*}
\mathbf{M}\left[\partial(T \mathrm{~L} \mathbb{B}(p, r)] \leq \frac{d}{d r} \mathbf{M}[T \mathrm{~B}(p, r)]\right. \tag{8.32}
\end{equation*}
$$

The remarkable fact is that by combining Lemma 8.4.1 and Lemma 8.4.2, we can obtain the lower bound on the density of a mass-minimizing current given in the next theorem.

Theorem 8.4.3 If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ is a mass-minimizing integer-multiplicity current, $p \in \operatorname{spt} T$, and $\mathbb{B}(p, R) \cap \operatorname{spt} \partial T=\emptyset$, where $0<R$, then

$$
\begin{equation*}
\Omega_{M} r^{M} \leq \mathbf{M}[T\lfloor\mathbb{B}(p, r)] \tag{8.33}
\end{equation*}
$$

holds, for $0<r<R$.
Proof. Define $\phi:(0, R) \rightarrow \mathbb{R}$ by setting

$$
\phi(r)=\mathbf{M}[T\lfloor\mathbb{B}(p, r)] .
$$

Then $\phi$ is a non-decreasing function and (8.29) and (8.32) tell us that

$$
\phi(r) \leq \frac{r}{M} \phi^{\prime}(r)
$$

holds, for $\mathcal{L}^{1}$-almost every $0<r<R$.
Now choose $0<r_{0}<r<R$. Since

$$
\begin{aligned}
\log r^{M}-\log r_{0}^{M}=\int_{r_{0}}^{r} \frac{M}{\rho} d \rho & \leq \int_{r_{0}}^{r}(\log \circ \phi)^{\prime}(\rho) d \mathcal{L}^{1} \rho \\
& \leq(\log \circ \phi)(r)-(\log \circ \phi)\left(r_{0}\right)
\end{aligned}
$$

we conclude that

$$
\begin{equation*}
\frac{\mathbf{M}\left[T\left\lfloor\mathbb{B}\left(p, r_{0}\right)\right]\right.}{r_{0}^{M}} \leq \frac{\mathbf{M}[T\lfloor\mathbb{B}(p, r)]}{r^{M}} \tag{8.34}
\end{equation*}
$$

Fixing $0<r<R$ and letting $r_{0} \downarrow 0$ in (8.34), we see that

$$
\begin{equation*}
\Theta_{M}^{*}(\|T\|, p) \Omega_{M} r^{M} \leq \mathbf{M}[T\llcorner\mathbb{B}(p, r)] \tag{8.35}
\end{equation*}
$$

holds. Replacing $p$ in (8.35) by a nearby $q \in \operatorname{spt} T$ for which $1 \leq \Theta_{M}(\|T\|, q)$ is true, we obtain

$$
\begin{equation*}
\Omega_{M}(r-|p-q|)^{M} \leq \mathbf{M}[T L \mathbb{B}(p, r-|p-q|)] \tag{8.36}
\end{equation*}
$$

Finally, letting $q \rightarrow p$ in (8.36), we obtain (8.33).
The inequality (8.34) expresses the monotonicity of the density of an $M$-dimensional area-minimizing surface. In fact, the monotonicity property holds very generally for surfaces that are extremal with respect to the area integrand (see for instance [All 72; 5.1(1)]). Allard has also shown in [All 74]
that the methods used to prove monotonicity for surfaces that are extremal for the area integrand will not extend to more general integrands.

The preceding paragraph notwithstanding, a lower bound on density does hold for surfaces that minimize more general variational integrals. In the general case, the comparison surface used is not the cone, but rather the surface guaranteed by the isoperimetric inequality.

Lemma 8.4.4 Fix $\lambda>1$. Let $F$ be an $M$-dimensional parametric integrand on $\mathbb{R}^{N}$ satisfying the bounds

$$
\begin{equation*}
\lambda|\omega| \leq F(x, \omega) \leq \lambda^{-1}|\omega|, \tag{8.37}
\end{equation*}
$$

for $x \in \mathbb{R}^{N}$ and $\omega \in \wedge_{M}\left(\mathbb{R}^{N}\right)$.
If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ is an $F$-minimizing integer-multiplicity current, $p \in$ $\operatorname{spt} T$, and $\mathbb{B}(p, r) \cap \operatorname{spt} \partial T=\emptyset$, where $0<r$, then

$$
\begin{equation*}
\mathbf{M}[T \mathrm{~L}(p, r)] \leq \lambda^{-2} C_{M, N}\left(\mathbf { M } \left[\partial(T\llcorner\mathbb{B}(p, r)])^{M /(M-1)}\right.\right. \tag{8.38}
\end{equation*}
$$

Here $C_{M, N}$ is the constant in the isoperimetric inequality for ( $M-1$ )-dimensional boundaries and $M$-dimensional surfaces in $\mathbb{R}^{N}$.

Proof. By the isoperimetric inequality, there is an integer-multiplicity current $Q$ with $\partial Q=\partial(T L \mathbb{B}(p, r)$ and

$$
\mathbf{M}[Q] \leq C_{M, N}\left(\mathbf { M } \left[\partial(T\lfloor\mathbb{B}(p, r)])^{M /(M-1)}\right.\right.
$$

Using (8.37), we obtain

$$
\begin{aligned}
\mathbf{M}[T\llcorner\mathbb{B}(p, r)] & \leq \lambda^{-1} \int_{T} \mathbb{\mathbb { B } ( p , r )} \\
& \leq \lambda^{-1} \int_{Q} F \\
& \leq \lambda^{-2} \mathbf{M}[Q] \leq \lambda^{-2} C_{M, N}\left(\mathbf { M } \left[\partial(T\llcorner\mathbb{B}(p, r)])^{M /(M-1)}\right.\right.
\end{aligned}
$$

By combining Lemma 8.4.2 and Lemma 8.4.4, we obtain the next theorem.

Theorem 8.4.5 Fix $\lambda>1$. Let $F$ be an $M$-dimensional parametric integrand on $\mathbb{R}^{N}$ satisfying the bounds

$$
\lambda|\omega| \leq F(x, \omega) \leq \lambda^{-1}|\omega|,
$$

for $x \in \mathbb{R}^{N}$ and $\omega \in \wedge_{M}\left(\mathbb{R}^{N}\right)$.
If $T \in \mathcal{D}_{M}\left(\mathbb{R}^{N}\right)$ is an $F$-minimizing integer-multiplicity current, $p \in$ $\operatorname{spt} T$, and $\mathbb{B}(p, R) \cap \operatorname{spt} \partial T=\emptyset$, where $0<R$, then

$$
\begin{equation*}
M^{-M} \lambda^{2(M-1)} C_{M, N}^{(1-M)} r^{M} \leq \mathbf{M}[T\llcorner\mathbb{B}(p, r)] \tag{8.39}
\end{equation*}
$$

holds, for $0<r<R$.
Proof. As in the proof of Theorem 8.4.3, we define $\phi:(0, R) \rightarrow \mathbb{R}$ by setting

$$
\phi(r)=\mathbf{M}[T\lfloor\mathbb{B}(p, r)] .
$$

Then $\phi$ is a non-decreasing function and (8.38) and (8.32) tell us that

$$
\phi(r) \leq \lambda^{-2} C_{M, N}\left[\phi^{\prime}(r)\right]^{M /(M-1)}
$$

or, equivalently,

$$
\lambda^{2(M-1) / M} C_{M, N}^{(1-M) / M} \leq[\phi(r)]^{(1-M) / M} \phi^{\prime}(r)=M \frac{d}{d r}[\phi(r)]^{1 / M}
$$

holds, for $\mathcal{L}^{1}$-almost every $0<r<R$.
Now fix $0<r<R$. Since we have

$$
\begin{aligned}
M^{-1} \lambda^{2(M-1) / M} C_{M, N}^{(1-M) / M} r & =\int_{0}^{r} M^{-1} \lambda^{2(M-1) / M} C_{M, N}^{(1-M) / M} d \rho \\
& \leq \int_{0}^{r} M^{-1} \frac{d}{d \rho}[\phi(\rho)]^{1 / M} d \rho \\
& \leq[\phi(r)]^{1 / M}
\end{aligned}
$$

(8.39) follows.

Theorem 8.4.5 applies to an integer-multiplicity current that minimizes an elliptic integrand. The theorem gives us a lower bound on the mass of the minimizing current $T$ in any ball that is centered in the support of $T$ and that does not intersect the support of $\partial T$. Remarkable as Theorem 8.4.5 is, Theorem 8.4.3, which applies to mass-minimizing currents, gives an even larger, and in fact optimal, lower bound for the mass in a ball.

## Chapter 9

## Regularity of Mass-Minimizing Currents

In the last chapter we proved the existence of solutions to certain variational problems in the context of integer-multiplicity rectifiable currents. In this chapter, we address the question of whether such solutions are in fact smooth surfaces. Such a question is quite natural: Indeed, Hilbert's 19th problem asked, [Hil 02], "Are the solutions of regular problems in the calculus of variations always necessarily analytic?"

While Hilbert proposed his famous problems in 1900, the earliest precursors of currents as a tool for solving variational problems are the generalized curves of Laurence Chisholm Young (1905-2000) [You 37]. So, of course, Hilbert could not have been been referring to variational problems in the context of integer-multiplicity currents.

Sets of finite perimeter are essentially equivalent to codimension one integer-multiplicity rectifiable currents. It was Ennio de Giorgi (1928-1996) [DGi 61a], [DGi 61b], who first proved the existence and almost-everywhere regularity of area-minimizing sets of finite perimeter. Subsequently, Ernst Robert Reifenberg (1928-1964) [Rei 64a], [Rei 64b], proved the almost-everywhere regularity of area-minimizing surfaces in higher codimensions.

Later work of W. Fleming [Fle 62], E. De Giorgi [DGi 65], Frederick Justin Almgren, Jr. (1933-1997) [Alm 66], J. Simons [Sim 68], E. Bombieri, E. De Giorgi, and E. Giusti [BDG 69], and H. Federer [Fed 70], led to the definitive result which states that, in $\mathbb{R}^{N}$, an $(N-1)$-dimensional mass-minimizing integer-multiplicity current is a smooth, embedded manifold in its interior, except for a singular set of Hausdorff dimension at most $N-8$.

The extension of the regularity theory to general elliptic integrands was made by Almgren [Alm 68]. His result is that an integer-multiplicity current that minimizes the integral of an elliptic integrand is regular on an open dense set. Later work of Almgren, R. Schoen, and L. Simon [SSA 77] gave a stronger result in codimension one.

In our exposition, we will limit the scope of what we prove in favor of including more detail. Specifically, we will limit our attention to the area integrand and to codimension one surfaces. An advantage of this approach is that we can include a complete derivation of the needed a priori estimates. Our exposition is based on the direct argument of R. Schoen and L. Simon [SS 82].

### 9.1 Preliminaries

## Notation 9.1.1

(1) We let $M$ be a positive integer, $M \geq 2$.
(2) We identify $\mathbb{R}^{M+1}$ with $\mathbb{R}^{M} \times \mathbb{R}$ and let $\mathbf{p}$ be the projection onto $\mathbb{R}^{M}$ and $\mathbf{q}$ be the projection onto $\mathbb{R}$.
(3) We let $\mathbb{B}^{M}(y, \rho)$ denote the open ball in $\mathbb{R}^{M}$ of radius $\rho$, centered at $y$. The closed ball of radius $\rho$, centered at $y$, will be denoted $\overline{\mathbb{B}}^{M}(y, \rho)$.
(4) The cylinder $\mathbb{B}^{M}(y, \rho) \times \mathbb{R}$ will be denoted by $\mathrm{C}(y, \rho)$ and its closure by $\overline{\mathrm{C}}(y, \rho)$.
(5) Recall that $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{M+1}$ is the standard basis for $\mathbb{R}^{M+1}$ and $d x_{1}$, $d x_{2}, \ldots, d x_{M+1}$ is the dual basis in $\Lambda^{1}\left(\mathbb{R}^{M+1}\right)$.
(6) As basis elements for $\wedge_{M}\left(\mathbb{R}^{M+1}\right)$ we will use

$$
\begin{equation*}
\mathbf{e}_{\widehat{1}}, \mathbf{e}_{\widehat{2}}, \ldots, \mathbf{e}_{\widehat{M+1}}, \tag{9.1}
\end{equation*}
$$

where

$$
\mathbf{e}_{\widehat{\imath}}=\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{i-1} \wedge \mathbf{e}_{i+1} \wedge \cdots \wedge \mathbf{e}_{M+1}
$$

Since the $M$-dimensional subspace associated with $\mathbf{e}_{\widehat{M+1}}$ will play a special role in what follows, we will also use the notation

$$
\mathbf{e}^{M}=\mathbf{e}_{\widehat{M+1}}=\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \cdots \wedge \mathbf{e}_{M}
$$

(7) We will identify $\wedge^{M}\left(\mathbb{R}^{M+1}\right)$ and and the dual space of $\bigwedge_{M}\left(\mathbb{R}^{M+1}\right)$ using the standard isomorphism. Thus we will write $\langle\phi, \eta\rangle$ and $\phi(\eta)$ interchangeably when $\eta \in \Lambda_{M}\left(\mathbb{R}^{M+1}\right)$ and $\phi \in \Lambda^{M}\left(\mathbb{R}^{M+1}\right) \simeq\left[\Lambda_{M}\left(\mathbb{R}^{M+1}\right)\right]^{\prime}$. A thorough discussion of these topics in multilinear algebra can be found in [Fed 69; Chapter 1].
(8) We set

$$
\begin{equation*}
d x_{\widehat{\imath}}=d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{M+1} \tag{9.2}
\end{equation*}
$$

for $i=1,2, \ldots, M+1$. We will also use the notation

$$
\begin{equation*}
d x^{M}=d x_{\widehat{M+1}}=d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{M} \tag{9.3}
\end{equation*}
$$

## Definition 9.1.2

(1) According to the definition given in Example 8.3.6(1)), the $M$-dimensional area integrand on $\mathbb{R}^{M+1}$ is a function on on $\mathbb{R}^{M+1} \times \bigwedge_{M}\left(\mathbb{R}^{M+1}\right)$, but a function which is in fact independent of the first component of the argument. For simplicity of notation, we will consider the $M$-dimensional area integrand to be a function on only $\Lambda_{M}\left(\mathbb{R}^{M+1}\right)$, so that

$$
A: \wedge_{M}\left(\mathbb{R}^{M+1}\right) \rightarrow \mathbb{R}
$$

is given by

$$
A(\xi)=|\xi|
$$

for $\xi \in \wedge_{M}\left(\mathbb{R}^{M+1}\right)$.
(2) The $M$-dimensional area functional $\mathbf{A}$ is defined by setting

$$
\mathbf{A}(S)=\int A(\stackrel{\rightharpoonup}{S}(x)) d\|S\| x
$$

whenever $S$ is an $M$-dimensional current representable by integration. We also have $\mathbf{A}(S)=\mathbf{M}(S)=\|S\|\left(\mathbb{R}^{M+1}\right)$. Of course, the area integrand is so-called because, when $S$ is the current associated with a classical $M$-dimensional surface, then $\mathbf{A}(S)$ equals the area of that surface.

Next we will calculate the first and second derivatives of the area integrand and note some important identities.

Using the basis (9.1), we find that, if $\xi=\sum_{i=1}^{M} \xi_{i} \mathbf{e}_{\widehat{\imath}}$, then

$$
\begin{equation*}
A(\xi)=\sqrt{\xi_{1}^{2}+\xi_{2}^{2}+\cdots+\xi_{M+1}^{2}} \tag{9.4}
\end{equation*}
$$

so the derivative of the area integrand, $D A$, is represented by the 0 -by- $(M+1)$ matrix

$$
\begin{equation*}
D A(\xi)=\left(\xi_{1} /|\xi|, \xi_{2} /|\xi|, \cdots \xi_{M+1} /|\xi|\right) \tag{9.5}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\langle D A(\xi), \eta\rangle=(\xi \cdot \eta) /|\xi| \tag{9.6}
\end{equation*}
$$

holds for $\xi, \eta \in \wedge_{M}\left(\mathbb{R}^{M+1}\right)$ or, equivalently, we have

$$
\begin{equation*}
D A(\xi)=|\xi|^{-1} \sum_{i=1}^{M+1} \xi_{i} d x_{\widehat{\imath}} \tag{9.7}
\end{equation*}
$$

In particular, we have

$$
\begin{equation*}
D A\left(\mathbf{e}_{\widehat{\imath}}\right)=d x_{\widehat{\imath}} . \tag{9.8}
\end{equation*}
$$

We see that the second derivative of the area integrand, $D^{2} A$, is represented by the Hessian matrix

$$
\begin{align*}
D^{2} A(\xi) & =|\xi|^{-1}\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{array}\right) \\
& -|\xi|^{-3}\left(\begin{array}{ccccc}
\xi_{1}^{2} & \xi_{1} \xi_{2} & \ldots & \xi_{1} \xi_{M+1} \\
\xi_{2} \xi_{1} & \xi_{2}^{2} & \ldots & \xi_{2} \xi_{M+1} \\
\vdots & & \vdots & \ddots & \vdots \\
\xi_{M+1} \xi_{1} & \xi_{M+1} \xi_{2} & \ldots & \xi_{M+1}^{2}
\end{array}\right) . \tag{9.9}
\end{align*}
$$

Equivalently, for the partial derivatives $\partial^{2} A / \partial \xi_{i} \partial \xi_{j}=D_{i j} A$, we have

$$
\begin{equation*}
D_{i j} A(\xi)=|\xi|^{-3}\left(|\xi|^{2} \delta_{i j}-\xi_{i} \xi_{j}\right) \tag{9.10}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta.

Using (9.10), we can compute the Euclidean norm of $D^{2} A$ as follows:

$$
\begin{aligned}
\left|D^{2} A(\xi)\right|^{2} & =\sum_{i, j=1}^{M+1}\left[D_{i j} A(\xi)\right]^{2} \\
& =|\xi|^{-6} \sum_{i, j=1}^{M+1}\left[|\xi|^{2} \delta_{i j}-\xi_{i} \xi_{j}\right]^{2} \\
& =|\xi|^{-6} \sum_{i, j=1}^{M+1}\left[|\xi|^{4} \delta_{i j}-2|\xi|^{2} \xi_{i} \xi_{j} \delta_{i j}+\xi_{i}^{2} \xi_{j}^{2}\right] \\
& =|\xi|^{-6}\left[(M+1)|\xi|^{4}-2|\xi|^{4}+|\xi|^{4}\right] \\
& =M|\xi|^{-2} .
\end{aligned}
$$

So we have

$$
\begin{equation*}
\left|D^{2} A\right|=\sqrt{M} /|\xi| . \tag{9.11}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\frac{1}{2}|\xi-\eta|^{2}=A(\eta)-\langle D A(\xi), \eta\rangle, \text { for }|\xi|=|\eta|=1 \tag{9.12}
\end{equation*}
$$

Equation (9.12) follows because

$$
\begin{aligned}
\frac{1}{2}|\xi-\eta|^{2} & =\frac{1}{2}\left(|\xi|^{2}-2 \xi \cdot \eta+|\eta|^{2}\right) \\
& =1-\xi \cdot \eta \\
& =|\eta|-(\xi \cdot \eta) /|\xi| \\
& =A(\eta)-\langle D A(\xi), \eta\rangle
\end{aligned}
$$

where the last equality follows from (9.6).
Equation (9.12) will play an important role in the regularity theory, but it is the inequality

$$
\begin{equation*}
\frac{1}{2}|\xi-\eta|^{2} \leq A(\eta)-\langle D A(\xi), \eta\rangle, \text { for }|\xi|=|\eta|=1 \tag{9.13}
\end{equation*}
$$



Figure 9.1: The excess.
that is essential. Any inequality of the form (9.13) (but $\frac{1}{2}$ may replaced by another positive constant) is called a Weierstrass condition. Ellipticity of an integrand is equivalent to the integrand satisfying a Weierstrass condition (see [Fed 75; Section 3]).

Definition 9.1.3 We say the $M$-dimensional integer-multiplicity current $T$ is mass-minimizing if

$$
\begin{equation*}
\mathbf{A}(T) \leq \mathbf{A}(S) \tag{9.14}
\end{equation*}
$$

holds whenever $S \in \mathcal{D}_{M}\left(\mathbb{R}^{M+1}\right)$ is integer-multiplicity with $\partial S=\partial T$.

When a current is projected into a plane, the mass of the projection is less than the mass of the original current. The difference between the two masses is the "excess" (see Figure 9.1). The fundamental quantity used in the regularity theory is the "cylindrical excess" which is the excess of the part of a current in a cylinder, normalized to account for the radius of the cylinder. We give the precise definition next.

Definition 9.1.4 For an integer-multiplicity $T \in \mathcal{D}_{M}\left(\mathbb{R}^{M+1}\right), y \in \mathbb{R}^{M}$, and $\rho>0$, the cylindrical excess $E(T, y, \rho)$ is defined by

$$
\begin{equation*}
E(T, y, \rho)=\frac{1}{2} \rho^{-M} \int_{\mathrm{C}(y, \rho)}\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \tag{9.15}
\end{equation*}
$$

where we recall that

$$
T=\|T\| \wedge \stackrel{\rightharpoonup}{T}
$$

The next lemma shows the connection between equation (9.15) that defines the excess and the more heuristic description of the excess that we gave earlier.

Lemma 9.1.5 Suppose that $T \in \mathcal{D}_{M}\left(\mathbb{R}^{M+1}\right)$ is integer-multiplicity, $y \in \mathbb{R}^{M}$, and $\rho>0$. If

$$
\mathbf{p}_{\#}(T \mathrm{LC}(y, \rho))=\ell \mathbf{E}^{M}\left\llcorner\mathbb{B}^{M}(y, \rho),\right.
$$

and $\operatorname{spt} \partial T \subseteq \mathbb{R}^{M+1} \backslash \mathrm{C}(y, \rho)$, then it holds that

$$
\begin{align*}
E(T, y, \rho) & =\rho^{-M}\left(\|T\|(\mathrm{C}(y, \rho))-\left\|\mathbf{p}_{\#} T\right\|\left(\mathbb{B}^{M}(y, \rho)\right)\right) \\
& =\rho^{-M}\left(\|T\|(\mathrm{C}(y, \rho))-\ell \Omega_{M} \rho^{M}\right) \tag{9.16}
\end{align*}
$$

Proof. Since $|\stackrel{\rightharpoonup}{T}|=\left|\mathbf{e}^{M}\right|=1$, we have

$$
\begin{aligned}
\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|^{2} & =|\stackrel{\rightharpoonup}{T}|^{2}-2\left(\stackrel{\rightharpoonup}{T} \cdot \mathbf{e}^{M}\right) \\
& =2-2\left(\stackrel{\rightharpoonup}{T} \cdot \mathbf{e}^{M}\right)
\end{aligned}
$$

So we have

$$
\begin{aligned}
\frac{1}{2} \int_{\mathrm{C}(y, \rho)}\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|^{2} d\|T\| & =\int_{\mathrm{C}(y, \rho)} 1-\left(\stackrel{\rightharpoonup}{T} \cdot \mathbf{e}^{M}\right) d\|T\| \\
& =\|T\|(\mathrm{C}(y, \rho))-\left\|\mathbf{p}_{\#} T\right\|\left(\mathbb{B}^{M}(y, \rho)\right) \\
& =\|T\|(\mathrm{C}(y, \rho))-\ell \Omega_{M} \rho^{M}
\end{aligned}
$$

We now give two corollaries of the lemma. The first is an immediate consequence of the proof of Lemma 9.1.5 and the second shows us the effect of an isometry on the excess.

Corollary 9.1.6 Suppose that $T \in \mathcal{D}_{M}\left(\mathbb{R}^{M+1}\right)$ is integer-multiplicity, $y \in$ $\mathbb{R}^{M}$, and $\rho>0$. If

$$
\mathbf{p}_{\#}(T \mathrm{LC}(y, \rho))=\ell \mathbf{E}^{M} \mathrm{~L} \mathbb{B}^{M}(y, \rho),
$$

and $\operatorname{spt} \partial T \subseteq \mathbb{R}^{M+1} \backslash \mathrm{C}(y, \rho)$ then, for any $\mathcal{L}^{M}$-measurable $B \subseteq \mathbb{B}^{M}(y, \rho)$, it holds that

$$
\begin{equation*}
\|T\|(B \times \mathbb{R}) \leq \frac{1}{2} \int_{B \times \mathbb{R}}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\|+\ell \mathcal{L}^{M}(B) \tag{9.17}
\end{equation*}
$$

Proof. The corollary is an immediate consequence of the proof of Lemma 9.1.5.

Corollary 9.1.7 Suppose that $T \in \mathcal{D}_{M}\left(\mathbb{R}^{M+1}\right)$ is integer-multiplicity, $\rho>0$,

$$
\mathbf{p}_{\#}\left(T\llcorner\mathrm{C}(0, \rho))=\ell \mathbf{E}^{M} \mathrm{~L} \mathbb{B}^{M}(0, \rho),\right.
$$

and $\operatorname{spt} \partial T \subseteq \mathbb{R}^{M+1} \backslash \mathrm{C}(0, \rho)$.
If $1<\lambda<\infty, \mathbf{j}: \mathbb{R}^{M+1} \rightarrow \mathbb{R}^{M+1}$ is an isometry, $0<\rho^{\prime}<\rho$, and

$$
\operatorname{spt} \mathbf{j}_{\#} T \mathrm{LC}\left(0, \rho^{\prime}\right) \subseteq \mathbf{j}(\operatorname{spt} T \mathrm{LC}(0, \rho))
$$

then

$$
\begin{aligned}
E\left(\mathbf{j}_{\#} T, 0, \rho^{\prime}\right) \leq & \lambda\left(\rho / \rho^{\prime}\right)^{M} E(T, 0, \rho) \\
& +\frac{\lambda}{2(\lambda-1)} \cdot\left(\rho / \rho^{\prime}\right)^{M} \cdot \ell \cdot\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\|^{2 M} \cdot E(T, 0, \rho) \\
& +\frac{\lambda \ell \Omega_{M}}{2(\lambda-1)} \cdot\left(\rho / \rho^{\prime}\right)^{M} \cdot\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\|^{2 M}
\end{aligned}
$$

Proof. Using

$$
\left|\wedge_{M} \mathbf{j}(\stackrel{\rightharpoonup}{T})-\mathbf{e}^{M}\right| \leq\left|\Lambda_{M} \mathbf{j}(\stackrel{\rightharpoonup}{T})-\bigwedge_{M} \mathbf{j}\left(\mathbf{e}^{M}\right)\right|+\left|\bigwedge_{M} \mathbf{j}\left(\mathbf{e}^{M}\right)-\mathbf{e}^{M}\right|
$$

and

$$
(|\alpha|+|\beta|)^{2} \leq \lambda \alpha^{2}+\frac{\lambda}{\lambda-1} \beta^{2}
$$

we obtain

$$
\begin{aligned}
E\left(\mathbf{j}_{\#} T, 0, \rho^{\prime}\right) \leq & \frac{1}{2}\left(\rho^{\prime}\right)^{-M} \int_{\mathrm{C}(0, \rho)}\left|\Lambda_{M} \mathbf{j}(\stackrel{\rightharpoonup}{T})-\mathbf{e}^{M}\right|^{2} d\|T\| \\
\leq & \frac{\lambda}{2}\left(\rho^{\prime}\right)^{-M} \int_{\mathrm{C}(0, \rho)}\left|\wedge_{M} \mathbf{j}(\stackrel{\rightharpoonup}{T})-\Lambda_{M} \mathbf{j}\left(\mathbf{e}^{M}\right)\right|^{2} d\|T\| \\
& \quad+\frac{\lambda}{2(\lambda-1)}\left(\rho^{\prime}\right)^{-M} \int_{\mathrm{C}(0, \rho)}\left|\Lambda_{M} \mathbf{j}\left(\mathbf{e}^{M}\right)-\mathbf{e}^{M}\right|^{2} d\|T\| \\
= & \frac{\lambda}{2}\left(\rho^{\prime}\right)^{-M} \int_{\mathrm{C}(0, \rho)}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \\
& \quad+\frac{\lambda}{2(\lambda-1)}\left(\rho^{\prime}\right)^{-M} \int_{\mathrm{C}(0, \rho)}\left|\wedge_{M} \mathbf{j}\left(\mathbf{e}^{M}\right)-\mathbf{e}^{M}\right|^{2} d\|T\| \\
\leq & \frac{\lambda}{2}\left(\rho^{\prime}\right)^{-M} \int_{\mathrm{C}(0, \rho)}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \\
& \quad+\frac{\lambda}{2(\lambda-1)}\left(\rho^{\prime}\right)^{-M}\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}} M+1\right\|^{2 M}\|T\| \mathrm{C}(0, \rho),
\end{aligned}
$$

and the result follows from Lemma 9.1.5.

Notation 9.1.8 Certain hypotheses will occur frequently in what follows, so we collect them here for easy reference:
(H1) $\operatorname{spt} \partial T \subseteq \mathbb{R}^{M+1} \backslash \mathrm{C}(y, \rho)$,
(H2) $\mathbf{p}_{\#}[T \mathrm{LC}(y, \rho)]=\mathbf{E}^{M} \mathrm{~L} \mathbb{B}^{M}(y, \rho)$,
(H3) $\Omega_{M} r^{M} \leq\|T\|\left\{X \in \mathbb{R}^{M+1}:|X-Y|<r\right\}$ holds, whenever $Y \in \operatorname{spt} T$ and $\left\{X \in \mathbb{R}^{M+1}:|X-Y|<r\right\} \cap \operatorname{spt} \partial T=\emptyset$,
(H4) $E(T, y, \rho)<\epsilon$,
(H5) $T$ is mass-minimizing.
Here $\rho$ and $\epsilon$ are positive and $y \in \mathbb{R}^{M}$.

Note that the constancy theorem, Proposition 7.3.1, implies that if $\operatorname{spt} T \subseteq$ $\mathbb{R}^{M+1} \backslash \mathrm{C}(y, \rho)$ then, because $\partial \mathbf{p}_{\#} T=\mathbf{p}_{\#} \partial T$, we have

$$
\begin{equation*}
\mathbf{p}_{\#}(T \mathrm{LC}(y, \rho))=\ell \mathbf{E}^{M} \mathrm{~L} \mathbb{B}^{M}(y, \rho), \tag{9.18}
\end{equation*}
$$

where $\ell$ is an integer. So in (H2) we are making the simplifying assumption that $\ell=1$.

Note that (H5) allows us to apply Theorem 8.4.3 to obtain (H3), so (H3) is a consequence of (H5).

### 9.2 The Height Bound and Lipschitz Approximation

We begin this section with the height bound lemma. The proof we give is simplified by using hypothesis (H3). While the height bound lemma remains true for currents minimizing the integral of an integrand other than area, the proof is more difficult because the lower bound on mass that they satisfy (see Theorem 8.4.5) is weaker than that in (H3).

Lemma 9.2.1 (Height bound) For each $\sigma$ with $0<\sigma<1$, there are $\epsilon_{0}=\epsilon_{0}(M, \sigma)$ and $c_{1}=c_{1}(M, \sigma)$ so that the hypotheses (H1-H4), with $\epsilon=\epsilon_{0}$ in (H4), imply

$$
\begin{aligned}
\sup \left\{\left|\mathbf{q}\left(X_{1}\right)-\mathbf{q}\left(X_{2}\right)\right|: X_{1}, X_{2} \in \operatorname{spt}\right. & T \cap \mathrm{C}(y, \sigma \rho)\} \\
\leq & c_{1} \rho(E(T, y, \rho))^{\frac{1}{2 M}}
\end{aligned}
$$

Proof. By using a translation and homothety if need be, we may assume that $y=0$ and $\rho=1$. We write

$$
E=E(T, 0,1)
$$

Set

$$
\begin{equation*}
r_{0}=\frac{1}{2}(1-\sigma) \tag{9.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon_{0}=2^{-M} \Omega_{M}(1-\sigma)^{M} \tag{9.20}
\end{equation*}
$$



Figure 9.2: The projections of the balls.

First we consider points whose projections onto $\mathbb{B}^{M}(0,1)$ are separated by a distance less than $2 r_{0}$. So suppose that $X_{1}, X_{2} \in \operatorname{spt} T \cap \mathrm{C}(0, \sigma)$ are such that

$$
\frac{1}{2}\left|\mathbf{p}\left(X_{1}\right)-\mathbf{p}\left(X_{2}\right)\right|<r_{0} .
$$

We set

$$
r=\frac{1}{2}\left|\mathbf{p}\left(X_{1}\right)-\mathbf{p}\left(X_{2}\right)\right|, \quad h=\frac{1}{2}\left|\mathbf{q}\left(X_{1}\right)-\mathbf{q}\left(X_{2}\right)\right| .
$$

Then we have

$$
\left|X_{1}-X_{2}\right|=2 \sqrt{r^{2}+h^{2}}
$$

We set

$$
s=\min \left\{\sqrt{r^{2}+h^{2}}-r, r_{0}\right\} .
$$

Then we have

$$
\begin{equation*}
\mathbb{B}\left(X_{1}, r+s\right) \bigcap \mathbb{B}\left(X_{2}, r+s\right)=\emptyset \tag{9.21}
\end{equation*}
$$

and

$$
\mathbb{B}\left(X_{1}, r+s\right) \cup \mathbb{B}\left(X_{2}, r+s\right) \subseteq \mathrm{C}(0,1)
$$

Setting

$$
x^{*}=\frac{1}{2}\left(\mathbf{p}\left(X_{1}\right)+\mathbf{p}\left(X_{2}\right)\right),
$$

so that

$$
\left|\mathbf{p}\left(X_{1}\right)-x^{*}\right|=\left|\mathbf{p}\left(X_{2}\right)-x^{*}\right|=r,
$$

we see that (see Figure 9.2)

$$
\mathbb{B}^{M}\left(x^{*}, s\right) \subseteq \mathbf{p}\left(\mathbb{B}\left(X_{1}, r+s\right)\right) \cap \mathbf{p}\left(\mathbb{B}\left(X_{2}, r+s\right)\right)
$$

and thus that

$$
\mathcal{L}^{M}\left[\mathbf{p}\left(\mathbb{B}\left(X_{1}, r+s\right)\right) \cap \mathbf{p}\left(\mathbb{B}\left(X_{2}, r+s\right)\right)\right] \geq \Omega_{M} s^{M}
$$

By (H3) we have

$$
\begin{aligned}
&\|T\| \mathbb{B}\left(X_{1}, r+s\right)+\|T\| \mathbb{B}\left(X_{2}, r+s\right) \geq 2 \Omega_{M}(r+s)^{M} \\
&=\mathcal{L}^{M}\left[\mathbf{p}\left(\mathbb{B}\left(X_{1}, r+s\right)\right)\right]+\mathcal{L}^{M}\left[\mathbf{p}\left(\mathbb{B}\left(X_{2}, r+s\right)\right)\right]
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
E \geq & \|T\| \\
& {\left[\mathbb{B}\left(X_{1}, r+s\right) \cup \mathbb{B}\left(X_{2}, r+s\right)\right] } \\
\geq & \quad \mathcal{L}^{M}\left[\mathbf{p}\left(\mathbb{B}\left(X_{1}, r+s\right)\right) \cup \mathbf{p}\left(\mathbb{B}\left(X_{2}, r+s\right)\right)\right] \\
& \left.\quad \mathbf{p}\left(\mathbb{B}\left(X_{1}, r+s\right)\right)\right]+\mathcal{L}^{M}\left[\mathbf{p}\left(\mathbb{B}\left(X_{2}, r+s\right)\right)\right] \\
& \quad-\mathcal{L}^{M}\left[\mathbf{p}\left(\mathbb{B}\left(X_{1}, r+s\right)\right) \cup \mathbf{p}\left(\mathbb{B}\left(X_{2}, r+s\right)\right)\right] \\
= & \mathcal{L}^{M}\left[\mathbf{p}\left(\mathbb{B}\left(X_{1}, r+s\right)\right) \cap \mathbf{p}\left(\mathbb{B}\left(X_{2}, r+s\right)\right)\right] \geq \Omega_{M} s^{M} .
\end{aligned}
$$

We now consider two possibilities:
Case 1: $s=r_{0}$,
Case 2: $s=\sqrt{r^{2}+h^{2}}-r<r_{0}$.
In Case 1, by the definition of $r_{0}$, i.e., (9.19), the definition of $\epsilon_{0}$, i.e., (9.20), and by (H4), we have

$$
E \geq \Omega_{M} s^{M}=\Omega_{M} r_{0}^{M}=2^{-M} \Omega_{M}(1-\sigma)^{M}=\epsilon_{0}>E
$$

a contradiction. Thus we may assume that Case 2 holds.
In Case 2, we note that

$$
\begin{aligned}
h & \leq \sqrt{r^{2}+h^{2}} \\
& \leq\left(\sqrt{r^{2}+h^{2}}-r\right)+r_{0} \\
& \leq 2 r_{0} .
\end{aligned}
$$

Then it follows that

$$
\begin{aligned}
E & \geq \Omega_{M} s^{M} \\
& =\Omega_{M}\left(\sqrt{r^{2}+h^{2}}-r\right)^{M} \\
& =\Omega_{M}\left(\frac{\left(r^{2}+h^{2}\right)-r^{2}}{\sqrt{r^{2}+h^{2}}+r}\right)^{M} \\
& \geq \Omega_{M}\left(\frac{h^{2}}{\sqrt{r_{0}^{2}+4 r_{0}^{2}}+r_{0}}\right)^{M} \\
& \geq \Omega_{M} 2^{-M}(1-\sigma)^{-M} h^{2 M}
\end{aligned}
$$

where to obtain the last inequality we have used the definition of $r_{0}$, i.e., (9.19), and, for simplicity, we have replaced $\sqrt{5}+1$ by the larger number 4 .

We have shown that any two points in $\operatorname{spt} T \cap \mathrm{C}(0, \sigma)$ whose projections onto $\mathbb{B}^{M}(0,1)$ are separated by a distance less than $2 r_{0}$ will have their projections by q separated by less than

$$
2^{1 / 2} \Omega_{M}^{-1 /(2 M)}(1-\sigma)^{1 / 2} E^{1 /(2 M)}
$$

But any two points $x_{1}$ and $x_{2}$ in $\mathbb{B}^{M}(0, \sigma)$ are separated by a distance less than $2 \sigma$, so if the two points are separated by more than $2 r_{0}=(1-\sigma)$, then we can form a sequence of points $z_{1}=x_{1}, z_{2}, \ldots, z_{M}=x_{2}$ so that $\left|z_{i+1}-z_{i}\right| \leq(1-\sigma)=2 r_{0}$. We can take $L$ to be the smallest integer exceeding $2 \sigma /(1-\sigma)$. Thus we have

$$
L \leq 1+\frac{2 \sigma}{1-\sigma}=\frac{1+\sigma}{1-\sigma}<\frac{2}{1-\sigma} .
$$

Hence we may set

$$
\begin{aligned}
c_{1}(M, \sigma) & =L \cdot 2^{1 / 2} \Omega_{M}^{-1 /(2 M)}(1-\sigma)^{1 / 2} \\
& \leq 2^{3 / 2} \Omega_{M}^{-1 /(2 M)}(1-\sigma)^{-1 / 2}
\end{aligned}
$$

Lemma 9.2.2 (Lipschitz approximation) Let $\gamma$ with $0<\gamma \leq 1$ be given. There exist constants $c_{2}, c_{3}$, and $c_{4}$ such that the following holds:

If the hypotheses (H1-H4) are satisfied with $\epsilon=\epsilon_{0}(M, 2 / 3)$ in (H4), where $\epsilon_{0}(M, 2 / 3)$ is as in Lemma 9.2.1, then there is a Lipschitz function $g: \mathbb{B}^{M}(y, \rho / 4) \rightarrow \mathbb{R}$ satisfying the following conditions
$\operatorname{Lip} g \leq \gamma$,

$$
\begin{align*}
& \sup \left\{|g(z)-g(y)|: z \in \mathbb{B}^{M}(y, \rho / 4)\right\} \leq c_{2} \rho(E(T, y, \rho))^{\frac{1}{2 M}}  \tag{9.23}\\
& \mathcal{L}^{M}\left[\mathbb{B}^{M}(y, \rho / 4) \backslash\left\{z \in \mathbb{B}^{M}(y, \rho / 4): \mathbf{p}^{-1}(z) \cap \operatorname{spt} T=\{(z, g(z))\}\right\}\right] \\
& \leq \rho^{M} c_{3} \gamma^{-2 M} E(T, y, \rho)
\end{aligned} \begin{aligned}
& \left\|T-T^{g}\right\| \mathrm{C}(y, \rho / 4) \leq \rho^{M} c_{4} \gamma^{-2 M} E(T, y, \rho) \tag{9.24}
\end{align*}
$$

where

$$
\begin{equation*}
T^{g}=G_{\#}\left(\mathbf{E}^{M} L \mathbb{B}^{M}(y, \rho / 4)\right) \tag{9.26}
\end{equation*}
$$

with $G: \mathbb{B}^{M}(y, \rho / 4) \rightarrow \mathrm{C}(y, \rho / 4)$ defined by

$$
G(x)=(x, g(x)), \quad \text { for } x \in \mathbb{B}^{M}(y, \rho / 4) .
$$

Proof. Fix the choice of $0<\gamma \leq 1$ and specify a value of $\epsilon_{0}$ for which the conclusion of Lemma 9.2.1 holds with $\sigma$ chosen to equal $2 / 3$. That is, if the hypotheses (H1-H4) hold with $\epsilon=\epsilon_{0}$ and with $z$ and $\delta$ in place of $y$ and $\rho$, respectively, then

$$
\begin{align*}
\sup \left\{\left|\mathbf{q}\left(X_{1}\right)-\mathbf{q}\left(X_{2}\right)\right|: X_{1}, X_{2} \in \operatorname{spt}\right. & T \cap \mathrm{C}(z, 2 \delta / 3)\} \\
\leq & c_{1} \delta(E(T, z, \delta))^{\frac{1}{2 M}} \tag{9.27}
\end{align*}
$$

Consider $\eta$ with

$$
\begin{equation*}
0<\eta<\epsilon_{0} \tag{9.28}
\end{equation*}
$$

Set

$$
\begin{equation*}
A=\left\{z \in \mathbb{B}^{M}(y, \rho / 4): E(T, z, \delta) \leq \eta \text { for all } \delta \text { with } 0<\delta<3 \rho / 4\right\} \tag{9.29}
\end{equation*}
$$

and set

$$
B=\mathbb{B}^{M}(0, \rho / 4) \backslash A
$$

For each $b \in B$ there exists $\delta(b)$ with $0<\delta(b)<3 \rho / 4$ such that the excess $E(T, b, \delta(b))$ is greater than $\eta$, that is,

$$
\begin{equation*}
\frac{1}{2} \int_{\mathrm{C}(b, \delta(b))}\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|^{2} d\|T\|=\delta(b)^{M} \cdot E(T, b, \delta(b))>\eta \cdot \delta(b)^{M} \tag{9.30}
\end{equation*}
$$

Applying the Besicovitch covering theorem to the family of closed balls

$$
\mathcal{B}=\left\{\overline{\mathbb{B}}^{M}(b, \delta(b)): b \in B\right\},
$$

we obtain the subfamilies $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{N}$ of $\mathcal{B}$ such that each $\mathcal{B}_{i}$ consists of pairwise disjoint balls and

$$
B \subseteq \bigcup_{i=1}^{N} B_{i}
$$

where

$$
B_{i}=\bigcup_{\overline{\mathbb{B}}^{M}(b, \delta(b)) \in \mathcal{B}_{i}} \overline{\mathbb{B}}^{M}(b, \delta(b)) .
$$

Here $N$ is a number that depends only on the dimension $M$. Using (9.30), we see that, for each $i=1,2, \ldots, N$, we have

$$
\begin{aligned}
\eta \mathcal{L}^{M}\left(B_{i}\right) & =\eta \sum_{\overline{\mathbb{B}}^{M}(b, \delta(b)) \in \mathcal{B}_{i}} \Omega_{M}[\delta(b)]^{M} \\
& <\Omega_{M} \sum_{\overline{\mathbb{B}}^{M}(b, \delta(b)) \in \mathcal{B}_{i}} \delta(b)^{M} E(T, b, \delta(b)) \\
& =\frac{1}{2} \Omega_{M} \int_{B_{i}}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \\
& \leq \frac{1}{2} \Omega_{M} \int_{\mathrm{C}(y, \rho)}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\|
\end{aligned}
$$

We conclude that

$$
\begin{align*}
\eta \mathcal{L}^{M}(B) & \leq \sum_{i=1}^{N} \eta \mathcal{L}^{M}\left(\bigcup_{i} B_{i}\right) \\
& \leq \frac{N}{2} \Omega_{M} \int_{\mathrm{C}(y, \rho)}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \\
& =c_{5} \rho^{M} E(T, y, \rho) \tag{9.31}
\end{align*}
$$

If $x_{1}, x_{2} \in \mathbb{B}^{M}(0, \rho / 4) \cap A$, and if $X_{1}, X_{2}$ are points with

$$
X_{i} \in \operatorname{spt} T \cap \mathbf{p}^{-1}\left(x_{i}\right), i=1,2
$$

then

$$
\left|x_{1}-x_{2}\right|<\rho / 2
$$

so we can apply (9.27) with $z=x_{1}$ and with $\delta$ chosen to satisfy

$$
\begin{equation*}
3\left|x_{1}-x_{2}\right| / 2<\delta<3 \rho / 4 \tag{9.32}
\end{equation*}
$$

Letting $\delta$ in (9.32) decrease to $3\left|x_{1}-x_{2}\right| / 2$, we conclude that

$$
\begin{equation*}
\left|\mathbf{q}\left(X_{1}\right)-\mathbf{q}\left(X_{2}\right)\right| \leq c_{6} \eta^{1 /(2 M)}\left|x_{1}-x_{2}\right|, \tag{9.33}
\end{equation*}
$$

where we set

$$
\begin{equation*}
c_{6}=\max \left\{3 / 2,(3 / 2) c_{1}, \epsilon_{0}^{-1}\right\} . \tag{9.34}
\end{equation*}
$$

Thus, we may choose

$$
\begin{equation*}
\eta=\gamma^{2 M} c_{6}^{-2 M} \leq c_{6}^{-2 M}<c_{6}^{-1} \leq \epsilon_{0}, \tag{9.35}
\end{equation*}
$$

so that $c_{6} \eta^{1 /(2 M)}=\gamma$ holds, and consequently we have

$$
\begin{equation*}
\left|\mathbf{q}\left(X_{1}\right)-\mathbf{q}\left(X_{2}\right)\right| \leq \gamma\left|x_{1}-x_{2}\right| \tag{9.36}
\end{equation*}
$$

for any points

$$
x_{1}, x_{2} \in \mathbb{B}^{M}(0, \rho / 4) \cap A,
$$

where

$$
X_{1} \in \operatorname{spt} T \cap \mathbf{p}^{-1}\left(x_{1}\right) \text { and } X_{2} \in \operatorname{spt} T \cap \mathbf{p}^{-1}\left(x_{2}\right) .
$$

In particular, (9.36) shows that, for any $x \in A \cap \mathbb{B}^{M}(0, \rho / 4)$, there is exactly one $X \in \mathbf{p}^{-1}(x) \cap \operatorname{spt} T$. Thus, we can define $g^{*}: A \cap \mathbb{B}^{M}(0, \rho / 4) \rightarrow \mathbb{R}$ by requiring

$$
\left\{\left(x, g^{*}(x)\right)\right\}=\mathbf{p}^{-1}(x) \cap \operatorname{spt} T, \quad \text { whenever } x \in A \bigcap \mathbb{B}^{M}(0, \rho / 4)
$$

Inequality (9.36) tells us that $\operatorname{Lip}\left(g^{*}\right) \leq \gamma$ holds on $A \cap \mathbb{B}^{M}(y, \rho / 4)$, so by Kirszbraun's extension theorem, [KPk 99; Theorem 5.2.2], $g^{*}$ extends to $g^{* *}$ : $\mathbb{B}^{M}(y, \rho / 4) \rightarrow \mathbb{R}$ with the same Lipschitz constant.

By Lemma 9.2.1, if we set

$$
g=\min \left\{\alpha, \max \left\{\beta, g^{* *}\right\}\right\}
$$

where

$$
\alpha=g(y)-c_{1} E^{1 /(2 M)}(T, y, \rho) \rho, \quad \beta=g(y)+c_{1} E^{1 /(2 M)}(T, y, \rho) \rho
$$

then

$$
\{(x, g(x))\}=\mathbf{p}^{-1}(x) \cap \operatorname{spt} T, \quad \text { whenever } x \in A \cap \mathbb{B}^{M}(0, \rho / 4)
$$

and

$$
\sup \left\{|g(x)-g(y)|: \mathbb{B}^{M}(y, \rho / 4)\right\} \leq c_{1} E^{1 /(2 M)}(T, y, \rho) \rho
$$

will both hold.
Using (9.17), (9.31), and (9.35), we see that

$$
\begin{aligned}
& \|T\|\left[\left(\mathbb{B}^{M}(y, \rho / 4) \backslash A\right) \times \mathbb{R}\right] \\
& \quad=\mathcal{L}^{M}\left[\mathbb{B}^{M}(y, \rho / 4) \backslash A\right]+\frac{1}{2} \int_{\left(\mathbb{B}^{M}(y, \rho / 4) \backslash A\right) \times \mathbb{R}}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \\
& \quad \leq \mathcal{L}^{M}[B]+\frac{1}{2} \int_{\mathrm{C}(y, \rho)}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \\
& \quad \leq\left(\eta^{-1} c_{5}+1\right) \rho^{M} E(T, y, \rho) \\
& \quad=\left(c_{5} c_{6}^{2 M} \gamma^{-2 M}+1\right) \rho^{M} E(T, y, \rho) \\
& \quad \leq\left(c_{5} c_{6}^{2 M}+1\right) \gamma^{-2 M} \rho^{M} E(T, y, \rho)
\end{aligned}
$$

So we conclude that (9.24) holds with $c_{3}=c_{5} c_{6}^{2 M}+1$.
Finally, we have

$$
\begin{aligned}
\left\|T-T^{g}\right\| \mathrm{C}(y, \rho / 4) \leq & \|T\|\left[\left(\mathbb{B}^{M}(y, \rho / 4) \backslash A\right) \times \mathbb{R}\right] \\
& \quad+\left\|T^{g}\right\|\left[\left(\mathbb{B}^{M}(y, \rho / 4) \backslash A\right) \times \mathbb{R}\right] \\
\leq & \|T\|\left[\left(\mathbb{B}^{M}(y, \rho / 4) \backslash A\right) \times \mathbb{R}\right]+\gamma \mathcal{L}^{M}[B] \\
\leq & 2\left(c_{5} c_{6}^{2 M}+1\right) \gamma^{-2 M} \rho^{M} E(T, y, \rho),
\end{aligned}
$$

so we see that (9.25) holds with $c_{4}=2\left(c_{5} c_{6}^{2 M}+1\right)$.

### 9.3 Currents defined by integrating over graphs

Currents obtained by integration over the graph of a function are particularly nice and are helpful to our intuitive understanding. We will show how the cylindrical excess of such a current relates to a familiar quantity from analysis, namely the Dirichlet integral (see Corollary 9.3.7).

Notation 9.3.1 Let $f: \mathbb{B}^{M}(0, \sigma) \rightarrow \mathbb{R}$ be Lipschitz.
(1) We use the notation $F$ for the function from $\mathbb{B}^{M}(0, \sigma)$ to $\mathbb{R}^{M+1}$ given by $F(x)=(x, f(x))$.
(2) We use the notation $G_{F}$ for the $M$-dimensional current that is defined by integration over the graph of $f$, that is,

$$
G_{F}=F_{\#}\left(\mathbf{E}^{M}\left\lfloor\mathbb{B}^{M}(0, \sigma)\right)\right.
$$

Writing

$$
J_{F}(x)=\left\langle\bigwedge_{M}(D F(x)), \mathbf{e}^{M}\right\rangle
$$

we have

$$
\begin{equation*}
G_{F}[\psi]=\int_{\mathbb{B}^{M}(0, \sigma)}\left\langle\psi(x, f(x)), J_{F}(x)\right\rangle d \mathcal{L}^{M} x \tag{9.37}
\end{equation*}
$$

for any differential $M$-form $\psi$ defined on $\mathrm{C}(0, \sigma)$.
Lemma 9.3.2 If $f: \mathbb{B}^{M}(0, \sigma) \rightarrow \mathbb{R}$ is Lipschitz, then we have

$$
\begin{align*}
& \vec{G}_{F}(F(x))=\left(1+|D f|^{2}\right)^{-1 / 2}\left(\mathbf{e}^{M}+\sum_{i=i}^{M} \frac{\partial f}{\partial x_{i}} \mathbf{e}_{\widehat{\imath}}\right),  \tag{9.38}\\
& D A\left(\stackrel{\rightharpoonup}{G}_{F}\right)=\left(1+|D f|^{2}\right)^{-1 / 2}\left(d x^{M}+\sum_{i=1}^{M}\left(\frac{\partial f}{\partial x_{i}}\right) d x_{\widehat{\imath}}\right),  \tag{9.39}\\
& D A\left(\stackrel{\rightharpoonup}{G}_{F}\right)-D A\left(\mathbf{e}^{M}\right)= \\
& \quad\left(1+|D f|^{2}\right)^{-1 / 2}\left(d x^{M}+\sum_{i=1}^{M}\left(\frac{\partial f}{\partial x_{i}}\right) d x_{\widehat{\imath}}\right)-d x^{M} . \tag{9.40}
\end{align*}
$$

Proof. By definition, we have

$$
\left\langle\bigwedge_{M}(D F(x)), \mathbf{e}^{M}\right\rangle=\bigwedge_{i=1}^{M}\left(\mathbf{e}_{i}+\frac{\partial f}{\partial x_{i}} \mathbf{e}_{M+1}\right)
$$

So

$$
\begin{equation*}
J_{F}=\mathbf{e}^{M}+\sum_{i=i}^{M} \frac{\partial f}{\partial x_{i}} \mathbf{e}_{\widehat{\imath}} \tag{9.41}
\end{equation*}
$$

We obtain (9.38) from (9.41) by dividing by the Euclidean norm of $J_{F}$. Equation (9.39) follows from (9.38) and (9.7). Equation (9.40) follows from (9.39) and (9.8).

For the record, we note that the coefficient of $d x^{M}$ in (9.40) is

$$
\left(1+|D f|^{2}\right)^{-1 / 2}-1
$$

Lemma 9.3.3 Define a map from $\mathbb{R}^{M}$ to $\mathbb{R}^{M+1}$ by

$$
x=\left(x_{1}, x_{2}, \ldots, x_{M}\right) \longmapsto X=\left(1+|x|^{2}\right)^{-1 / 2}\left(1, x_{1}, x_{2}, \ldots, x_{M}\right)
$$

If $A$ and $B$ are the images of $a$ and $b$ under this map then
(1) $|A-B| \leq|a-b|$;
(2) for each $0<c<\infty$, it holds that

$$
|a|,|b| \leq c \text { implies }|a-b| \leq\left(1+c^{2}\right)^{2}|A-B|
$$

Proof. The mapping $x \mapsto X$ is the composition of two mappings: the distance preserving map

$$
x=\left(x_{1}, x_{2}, \ldots, x_{k}\right) \longmapsto\left(1, x_{1}, x_{2}, \ldots, x_{k}\right)
$$

followed by the radial projection onto the unit sphere

$$
y=\left(y_{1}, y_{2}, \ldots, y_{k+1}\right) \longmapsto|y|^{-1}\left(y_{1}, y_{2}, \ldots, y_{k+1}\right) .
$$

Part (1) follows from the fact that the radial projection does not increase the distance between points that are outside of the open unit ball.

To prove (2), we note that

$$
|1+a \cdot b| \leq\left(1+|a|^{2}\right)^{1 / 2}\left(1+|b|^{2}\right)^{1 / 2}
$$

holds, with equality if and only if $a=b$. Thus

$$
0<\left(1+|a|^{2}\right)^{1 / 2}\left(1+|b|^{2}\right)^{1 / 2}+(1+a \cdot b)
$$

always holds, so we may compute

$$
\begin{aligned}
&\left(1+|a|^{2}\right)^{1 / 2}\left(1+|b|^{2}\right)^{1 / 2}|A-B|^{2} \\
&= 2\left[\left(1+|a|^{2}\right)^{1 / 2}\left(1+|b|^{2}\right)^{1 / 2}-(1+a \cdot b)\right] \\
&= 2\left[\left(1+|a|^{2}\right)^{1 / 2}\left(1+|b|^{2}\right)^{1 / 2}+(1+a \cdot b)\right]^{-1} \\
& \cdot\left[\left(1+|a|^{2}\right)\left(1+|b|^{2}\right)-(1+a \cdot b)^{2}\right] \\
&= 2\left[\left(1+|a|^{2}\right)^{1 / 2}\left(1+|b|^{2}\right)^{1 / 2}+(1+a \cdot b)\right]^{-1} \\
& \quad \cdot\left[|a-b|^{2}+|a|^{2}|b|^{2}-(a \cdot b)^{2}\right] \\
& \geq 2\left[\left(1+|a|^{2}\right)^{1 / 2}\left(1+|b|^{2}\right)^{1 / 2}+(1+a \cdot b)\right]^{-1}|a-b|^{2}
\end{aligned}
$$

The estimate in (2) now follows readily.
Proposition 9.3.4 We have

$$
\begin{equation*}
\left|\stackrel{\rightharpoonup}{G}_{F}(F(x))-\stackrel{\rightharpoonup}{G}_{F}(F(y))\right| \leq|D f(x)-D f(y)| \tag{9.42}
\end{equation*}
$$

and, provided $|D f(x)|,|D f(y)| \leq c$, we have

$$
\begin{equation*}
|D f(x)-D f(y)| \leq\left(1+c^{2}\right)^{2}\left|\vec{G}_{F}(F(x))-\vec{G}_{F}(F(y))\right| \tag{9.43}
\end{equation*}
$$

Proof. This result follows immediately from Lemma 9.3.3 and (9.38).
We leave the easy proof of the next lemma to the reader.
Lemma 9.3.5 For $t \in \mathbb{R}$ we have

$$
\begin{equation*}
0 \leq 1-\left(1+t^{2}\right)^{-1 / 2} \leq \min \left\{\frac{1}{2} t^{2},|t|\right\} \tag{9.44}
\end{equation*}
$$

If additionally $|t| \leq C<\infty$ holds, then we have

$$
\begin{equation*}
\frac{t^{2}}{2\left(1+C^{2}\right)} \leq 1-\left(1+t^{2}\right)^{-1 / 2} \tag{9.45}
\end{equation*}
$$

Proposition 9.3.6 It holds that

$$
\begin{equation*}
[1+\operatorname{Lip}(f)]^{-2}|D f|^{2} \leq\left|\vec{G}_{F}-\mathbf{e}^{M}\right|^{2} \leq \min \left\{|D f|^{2}, 2|D f|\right\} \tag{9.46}
\end{equation*}
$$

Proof. By (9.38) we have

$$
\stackrel{\rightharpoonup}{G}_{F}-\mathbf{e}^{M}=\left(1+|D f|^{2}\right)^{-1 / 2}\left[\left(1-\left(1+|D f|^{2}\right)^{1 / 2}\right) \mathbf{e}^{M}+\sum_{i=1}^{M} \frac{\partial f}{\partial x_{i}} \mathbf{e}_{\widehat{\imath}}\right]
$$

so

$$
\begin{aligned}
\left|\stackrel{\rightharpoonup}{G}_{F}-\mathbf{e}^{M}\right|^{2} & =\left(1+|D f|^{2}\right)^{-1}\left[1-2\left(1+|D f|^{2}\right)^{1 / 2}+\left(1+|D f|^{2}\right)+|D f|^{2}\right] \\
& =\left(1+|D f|^{2}\right)^{-1}\left[2\left(1+|D f|^{2}\right)-2\left(1+|D f|^{2}\right)^{1 / 2}\right] \\
& =2\left[1-\left(1+|D f|^{2}\right)^{-1 / 2}\right]
\end{aligned}
$$

The upper bound follows from (9.44) while the lower bound follows from (9.45).

Corollary 9.3.7 It holds that

$$
\begin{aligned}
& 2^{-1}[1+\operatorname{Lip}(f)]^{-2} \sigma^{-M} \int_{\mathbb{B}^{M}(0, \sigma)}|D f|^{2} d \mathcal{L}^{M} \leq E\left(G_{F}, 0, \sigma\right) \\
& \leq 2^{-1} \sigma^{-M} \int_{\mathbb{B}^{M}(0, \sigma)}|D f|^{2} d \mathcal{L}^{M}
\end{aligned}
$$

Proof. The corollary is an immediate consequence of Proposition 9.3.6 and the definition of the cylindrical excess, i.e., Definition 9.1.4.

Proposition 9.3.8 We have

$$
\begin{equation*}
\left|D A\left(\stackrel{\rightharpoonup}{G}_{F}\right)-D A\left(\mathbf{e}^{M}\right)\right| \leq \min \left\{|D f|^{2}, 2|D f|\right\} \tag{9.47}
\end{equation*}
$$

Proof. By (9.40), we have

$$
\begin{aligned}
& D A\left(\stackrel{\rightharpoonup}{G}_{F}\right)-D A\left(\mathbf{e}^{M}\right) \\
& \quad=\left(1+|D f|^{2}\right)^{-1 / 2}\left[\left(1-\left(1+|D f|^{2}\right)^{1 / 2} d x^{M}+\sum_{i=1}^{M}\left(\frac{\partial f}{\partial x_{i}}\right) d x_{\widehat{\imath}}\right]\right.
\end{aligned}
$$

so we can proceed as in the proof of Proposition 9.3.6 and apply (9.44).

### 9.4 Estimates for Harmonic Functions

The heuristic behind the regularity theory for area-minimizing surfaces is that, at a point where an area-minimizing surface is horizontal, the closer you look at the surface, the more it looks like the graph of a harmonic function. This is made plausible by the fact that an area-minimizing graph is given by a function $u$ that minimizes the integral of the area integrand

$$
\sqrt{1+|D u|^{2}},
$$

while a harmonic function $u$ minimizes the integral of

$$
\frac{1}{2}|D u|^{2} .
$$

Since the area integrand $\sqrt{1+|D u|^{2}}$ has the expansion

$$
1+\frac{1}{2}|D u|^{2}+\sum_{k=2}^{\infty}\binom{1 / 2}{k}|D u|^{2 k}
$$

we see that, at a point where the graph is horizontal, minimizing $\frac{1}{2}|D u|^{2}$ must be nearly the same as minimizing $\sqrt{1+|D u|^{2}}$.

To turn the heuristic discussion above into a useful estimate, we will need to investigate the boundary regularity of solutions for the Dirichlet problem for Laplace's equation on the unit ball. To obtain a sharp result we must use the Lipschitz spaces that we introduce next.

Notation 9.4.1 Let $B$ denote the open unit ball in $\mathbb{R}^{M}$ and let $\Sigma$ denote the unit sphere.
(1) For $g: \Sigma \rightarrow \mathbb{R}$, we say $g$ is differentiable at $x \in \Sigma$ if $G$ defined by

$$
G(z)=g(z /|z|), \quad(z \neq 0)
$$

is differentiable at $x$. This definition exploits the special structure of $\Sigma$, but it is easily seen to be equivalent to the usual definition of differentiability for a function defined on a surface (for example, see [Hir 76; p. 15ff]).
(2) If $g: \Sigma \rightarrow \mathbb{R}$ is differentiable at $x \in \Sigma$ and if $v$ a unit vector, then the directional derivative of $g$ at $x$ in the direction $v$ is defined by

$$
\frac{\partial g}{\partial v}(x)=\langle D G(x), v\rangle
$$

(3) For $\delta$ with $1<\delta<2$, we say that $g: \Sigma \rightarrow \mathbb{R}$ is Lipschitz of order $\delta$, written $g \in \Lambda_{\delta}(\Sigma)$, if $g$ is differentiable at every point of $\Sigma, \frac{\partial g}{\partial v}(x)$ is a continuous function of $x$ for each unit vector $v$, and there exists $C<\infty$ such that, for each unit vector $v$,

$$
\left|\frac{\partial g}{\partial v}\left(x_{1}\right)-\frac{\partial g}{\partial v}\left(x_{0}\right)\right| \leq C\left|x_{1}-x_{0}\right|^{\delta-1}
$$

holds for $x_{0}, x_{1} \in \Sigma$.
(4) If $g: \Sigma \rightarrow \mathbb{R}$ is Lipschitz of order $\delta$ on $\Sigma(1<\delta<2)$, then we set

$$
\begin{align*}
\|g\|_{\Lambda_{\delta}}= & \sup _{\substack{x \in \Sigma \\
|v|=1}}\left|\frac{\partial g}{\partial v}(x)\right| \\
& +\sup _{\substack{x_{0}, x_{1} \in \Sigma, x_{0} \neq x_{1} \\
|v|=1}}\left|x_{1}-x_{0}\right|^{1-\delta}\left|\frac{\partial g}{\partial v}\left(x_{1}\right)-\frac{\partial g}{\partial v}\left(x_{0}\right)\right| . \tag{9.48}
\end{align*}
$$

The number $\|g\|_{\Lambda_{\delta}}$ defines a seminorm on $\Lambda_{\delta}(\Sigma)$. Had we wished to define a norm, we could have done so by including the term $\sup _{x \in \Sigma}|g(x)|$ as an additional summand on the righthand side of (9.48).

We have only defined the Lipschitz spaces $\Lambda_{\delta}(\Sigma)$ for $\delta$ in the range $1<$ $\delta<2$ that we need in this section. For a comprehensive study of these spaces, the reader should see [Kra 83].

Lemma 9.4.2 For $\delta$ with $1<\delta<2$ there exists a constant $c_{7}=c_{7}(\delta)$ with the following property:

$$
\begin{align*}
& \text { If } g \in \Lambda_{\delta}(\Sigma) \text { and if } u \in C^{0}(\bar{B}) \cap C^{2}(B) \text { satisfies } \\
& \qquad \begin{aligned}
\Delta u & =0 \text { on } B \\
u & =g \text { on } \Sigma
\end{aligned} \tag{9.49}
\end{align*}
$$

then the Hilbert-Schmidt norm of the Hessian matrix of $u$ (i.e., the square root of the sum of the squares of the entries in the matrix) is bounded by

$$
\begin{equation*}
|\operatorname{Hess}[u(x)]| \leq c_{7} \cdot\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \tag{9.50}
\end{equation*}
$$

Here, of course, $\triangle$ denotes the Laplacian $\sum_{i=1}^{M} \partial^{2} / \partial x_{i}^{2}$.
Proof. Our proof will be based on the fact that the function $u$ solving (9.49) is given by the Poisson integral formula. Recall (see [CH 62; p. 264ff], [Kra 99; p. 186] or [Kra 05; p. 143]) that the Poisson kernel for the unit ball in $\mathbb{R}^{M}$ is given by

$$
\begin{align*}
P(x, y) & =\frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{1-|x|^{2}}{|x-y|^{M}}  \tag{9.51}\\
& =\frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{\varrho(x)(2-\varrho(x))}{|x-y|^{M}} \tag{9.52}
\end{align*}
$$

where $\varrho(x)=1-|x|$ is the distance from $x \in B$ to $\Sigma$. The solution to the Dirichlet problem (9.49) is given by

$$
\begin{equation*}
u(x)=\int_{\Sigma} P(x, y) g(y) d \mathcal{H}^{M-1}(y) \tag{9.53}
\end{equation*}
$$

Interior estimate. Observe that, if $x \in B$ stays at least a fixed positive distance away from $\Sigma$, then each $\left|\partial P / \partial x_{i}\right|$ will be bounded above. Thus we can obtain estimates for the derivatives of $u$ by differentiating the righthand side of (9.53) under the integral and estimating the resulting integral. Thus we have (9.50) for $x \in \mathbb{B}^{M}(0,1 / 2)$.
Notation. For $v \in \mathbb{R}^{M}$ a unit vector, $\partial f / \partial v$ will denote the directional derivative of the function $f$ in the direction $v$. Here $f$ may be real-valued or vector-valued.

Of particular interest are the directional derivatives of the Poisson kernel $P(x, y)$. Since $P$ depends on the two arguments $x \in \mathbb{R}^{M}$ and $y \in \mathbb{R}^{M}$, we will augment our notation for directional derivatives to indicate the variable with respect to which the differentiation is to be performed. The notation $\partial P / \partial_{x} v$ will mean that the directional derivative of $P(x, y)$ in the direction $v$ is to be computed by differentiating with respect to $x$ while treating $y$ as a parameter. We have

$$
\frac{\partial P}{\partial_{x} v}=\sum_{i=1}^{M} v_{i} \frac{\partial P}{\partial x_{i}}
$$

On the other hand, when we wish to differentiate $P(x, y)$ as a function of $y$ while treating $x$ as a parameter, we will write $\partial P / \partial_{y} v$. We have

$$
\frac{\partial P}{\partial_{y} v}=\sum_{i=1}^{M} v_{i} \frac{\partial P}{\partial y_{i}}
$$

An identity for tangential derivatives. Fix a point $x \in B \backslash\{0\}$ and let $\tau$ be a unit vector tangent at $x$ to the sphere of radius $|x|$ centered at the origin. Because $\tau$ is tangent to the sphere of radius $|x|$, we will call $\partial P / \partial_{x} \tau$ a tangential derivative of $P$.

Using

- the symmetry in $x$ and $y$ of the function $|x-y|^{-M}$,
- the fact that

$$
\frac{\partial \varrho}{\partial \tau}(x)=0
$$

holds, which is true because $\tau$ is tangent at $x$ to the sphere of radius $|x|$ centered at the origin and $\varrho$ is constant on that sphere,
we have

$$
\begin{aligned}
\frac{\partial P}{\partial_{x} \tau}(x, y) & =\frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{\partial}{\partial \tau}\left(\frac{\varrho(x)(2-\varrho(x))}{|x-y|^{M}}\right) \\
& =\frac{\Gamma(M / 2) \varrho(x)(2-\varrho(x))}{2 \pi^{M / 2}} \cdot \frac{\partial}{\partial \tau}\left(\frac{1}{|x-y|^{M}}\right) \\
& =\frac{\Gamma(M / 2) \varrho(x)(2-\varrho(x))}{2 \pi^{M / 2}} \cdot \sum_{i=1}^{M} \tau_{i} \frac{\partial}{\partial x_{i}}\left(\frac{1}{|x-y|^{M}}\right) \\
& =\frac{\Gamma(M / 2) \varrho(x)(2-\varrho(x))}{2 \pi^{M / 2}} \cdot \sum_{i=1}^{M} \tau_{i} \frac{\partial}{\partial y_{i}}\left(\frac{1}{|x-y|^{M}}\right) \\
& =\frac{\partial P}{\partial_{y} \tau}(x, y) .
\end{aligned}
$$

Note that the vector $\tau$ in $\frac{\partial P}{\partial_{x} \tau}(x, y)$ is the same vector as the vector $\tau$ in in $\frac{\partial P}{\partial_{y} \tau}(x, y)$. The subscript $y$ in the notation $\frac{\partial P}{\partial_{y} \tau}(x, y)$ merely tells us to
differentiate with respect to $y$ while treating $x$ as a constant; the subscript in no way implies that $\tau$ is tangent to the sphere of radius $|y|$.
Estimates for derivatives of $\boldsymbol{P}$. Using (9.51), we compute the derivatives of $P(x, y)$ as follows: Let $v$ be a unit vector. Since

$$
\frac{\partial x}{\partial v}=v
$$

(that is, the directional derivative, in the direction $v$, of the map $x \mapsto x$ is $v$ itself), we have

$$
\frac{\partial P}{\partial_{x} v}(x, y)=\frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot\left(-\frac{2 x \cdot v}{|x-y|^{M}}-\frac{M\left(1-|x|^{2}\right)(x-y) \cdot v}{|x-y|^{M+2}}\right) .
$$

If $x \in B \backslash\{0\}$ and $\tau$ is a unit vector tangent at $x$ to the sphere of radius $|x|$ centered at the origin, then $x \cdot \tau=0$ holds. We compute

$$
\frac{\partial P}{\partial_{x} \tau}(x, y)=\frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{-M\left(1-|x|^{2}\right)(x-y) \cdot \tau}{|x-y|^{M+2}}=-M \frac{(x-y) \cdot \tau}{|x-y|^{2}} P(x, y) .
$$

We obtain the estimate

$$
\begin{align*}
\left|\frac{\partial P}{\partial_{x} \tau}(x, y)\right| & =M \frac{|(x-y) \cdot \tau|}{|x-y|^{2}} P(x, y) \\
& \leq M|x-y|^{-1} P(x, y) \tag{9.54}
\end{align*}
$$

Suppose $x \in B \backslash\{0\}$ and let $\nu=x /|x|$ be the outward unit normal vector at $x$ to the sphere of radius $|x|$ centered at the origin. We compute

$$
\frac{\partial P}{\partial_{x} \nu}(x, y)=\frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot\left(-\frac{2 x \cdot \nu}{|x-y|^{M}}-\frac{M\left(1-|x|^{2}\right)(x-y) \cdot \nu}{|x-y|^{M+2}}\right)
$$

We obtain the estimate

$$
\begin{align*}
\left|\frac{\partial P}{\partial_{x} \nu}(x, y)\right| & \leq \frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{1-|x|^{2}}{|x-y|^{M}}\left(\frac{2|x \cdot \nu|}{1-|x|^{2}}+M \frac{|(x-y) \cdot \nu|}{|x-y|^{2}}\right) \\
& \leq \frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{1-|x|^{2}}{|x-y|^{M}}\left(\frac{2|x|}{\varrho(x)(2-\varrho(x)}+M \frac{|x-y|}{|x-y|^{2}}\right) \\
& \leq P(x, y)\left(2 \varrho(x)^{-1}+M|x-y|^{-1}\right) \\
& \leq P(x, y) \cdot(M+2) \cdot \varrho(x)^{-1}, \tag{9.55}
\end{align*}
$$

where we have used the fact that $\varrho(x) \leq|x-y|$ which implies

$$
\begin{equation*}
\frac{1}{|x-y|} \leq \varrho(x)^{-1} \tag{9.56}
\end{equation*}
$$

In the remainder of the proof, we will use the identity for tangential derivatives and the estimates for the derivatives of $P$ to obtain estimates for the second derivatives of $u$.

Estimates for tangential second derivatives of $\boldsymbol{u}$. Fix a point $x \in$ $B \backslash\{0\}$. Let $\tau$ and $\widehat{\tau}$ be unit vectors tangent at $x$ to the sphere of radius $|x|$ centered at the origin.

We compute

$$
\begin{align*}
\frac{\partial^{2} u}{\partial \tau \partial \widehat{\tau}} & =\int_{\Sigma} \frac{\partial^{2} P}{\partial \tau \partial \widehat{\tau}}(x, y) g(y) d \mathcal{H}^{M-1}(y) \\
& =\int_{\Sigma} \frac{\partial^{2} P}{\partial_{y} \tau \partial \widehat{\tau}}(x, y) g(y) d \mathcal{H}^{M-1}(y)  \tag{9.57}\\
& =\int_{\Sigma} \frac{\partial P}{\partial_{x} \widehat{\tau}}(x, y) \frac{\partial g}{\partial_{y} \tau}(y) d \mathcal{H}^{M-1}(y) \\
& =\int_{\Sigma} \frac{\partial P}{\partial_{x} \widehat{\tau}}(x, y)\left[\frac{\partial g}{\partial_{y} \tau}(y)-\frac{\partial}{\partial_{y} \tau}(g \circ \pi)(x)\right] d \mathcal{H}^{M-1}(y) \tag{9.58}
\end{align*}
$$

where $\pi(x)$ is the radial projection of $x$ into $\Sigma$. Here we have also used the fact that

$$
\begin{equation*}
\int_{\Sigma} \frac{\partial P}{\partial_{x} \widehat{\tau}}(x, y) d \mathcal{H}^{M-1}(y)=0 \tag{9.59}
\end{equation*}
$$

Equation (9.59) holds because

$$
\begin{equation*}
\int_{\Sigma} P(x, y) d \mathcal{H}^{M-1}(y) \equiv 1 \tag{9.60}
\end{equation*}
$$

implies

$$
\begin{aligned}
0 & =\frac{\partial P}{\partial_{x} \widehat{\tau}} \int_{\Sigma}(x, y) d \mathcal{H}^{M-1}(y) \\
& =\int_{\Sigma} \frac{\partial}{\partial \widehat{\tau}} P(x, y) d \mathcal{H}^{M-1}(y)
\end{aligned}
$$

Set

$$
\begin{align*}
& S_{1}=\{y \in \Sigma:|y-\pi(x)| \leq \varrho(x)\}  \tag{9.61}\\
& S_{2}=\{y \in \Sigma:|y-\pi(x)|>\varrho(x)\} \tag{9.62}
\end{align*}
$$

Using (9.54), we can estimate that the quantity in (9.58) is bounded by

$$
\begin{align*}
M \int_{\Sigma} & \frac{1}{|x-y|} P(x, y)\|g\|_{\Lambda_{\delta}}|y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) \\
\quad= & M \int_{S_{1}} \frac{1}{|x-y|} P(x, y)\|g\|_{\Lambda_{\delta}}|y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y)  \tag{9.63}\\
& +M \int_{S_{2}} \frac{1}{|x-y|} P(x, y)\|g\|_{\Lambda_{\delta}}|y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) . \tag{9.64}
\end{align*}
$$

We estimate (9.63) by using (9.56), (9.60), the non-negativity of $P$, and the fact that, on $S_{1}$, it holds that

$$
|y-\pi(x)|^{\delta-1} \leq \varrho(x)^{\delta-1}
$$

because $\delta-1>0$. We have

$$
\begin{aligned}
& \int_{S_{1}} \frac{1}{|x-y|} P(x, y)\|g\|_{\Lambda_{\delta}}|y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) \\
& \quad \leq\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{-1} \int_{S_{1}} P(x, y)|y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) \\
& \quad \leq\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{-1} \int_{S_{1}} P(x, y) \varrho(x)^{\delta-1} d \mathcal{H}^{M-1}(y) \\
& \quad=\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \int_{S_{1}} P(x, y) d \mathcal{H}^{M-1}(y) \\
& \quad \leq\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \int_{\Sigma} P(x, y) d \mathcal{H}^{M-1}(y)=\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2}
\end{aligned}
$$

To estimate (9.64), we first note that

$$
|y-\pi(x)| \leq|y-x|+|\pi(x)-x|=|y-x|+\varrho(x) \leq 2|y-x|
$$

implies

$$
\frac{1}{|x-y|} \leq 2|y-\pi(x)|^{-1}
$$

Also we note that, on $S_{2}$, it holds that

$$
|y-\pi(x)|^{\delta-2} \leq \varrho(x)^{\delta-2}
$$

because $\delta-2<0$. We estimate

$$
\begin{aligned}
& \int_{S_{2}} \frac{1}{|x-y|} P(x, y)\|g\|_{\Lambda_{\delta}}|y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) \\
& \quad \leq 2\|g\|_{\Lambda_{\delta}} \int_{S_{2}} P(x, y)|y-\pi(x)|^{\delta-2} d \mathcal{H}^{M-1}(y) \\
& \quad \leq 2\|g\|_{\Lambda_{\delta}} \int_{S_{2}} P(x, y) \varrho(x)^{\delta-2} d \mathcal{H}^{M-1}(y) \\
& \quad=2\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \int_{S_{2}} P(x, y) d \mathcal{H}^{M-1}(y) \\
& \quad \leq 2\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \int_{\Sigma} P(x, y) d \mathcal{H}^{M-1}(y)=2\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\left|\frac{\partial^{2} u}{\partial \tau \partial \widehat{\tau}}\right| \leq 3 M \cdot\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \tag{9.65}
\end{equation*}
$$

for $x \in B \backslash\{0\}$ and unit vectors $\tau, \widehat{\tau}$ with $\tau \cdot x=\widehat{\tau} \cdot x=0$.
Mixed normal and tangential second derivatives. Fix a point $x \in$ $B \backslash\{0\}$, let $\tau$ be a unit vector tangent at $x$ to the sphere of radius $|x|$ centered at the origin, and let $\nu=x /|x|$ be the outward unit normal vector at $x$ to the sphere of radius $|x|$.

We have

$$
\begin{align*}
\frac{\partial^{2} u}{\partial \nu \partial \tau} & =\int_{\Sigma} \frac{\partial^{2} P}{\partial \nu \partial \tau}(x, y) g(y) d \mathcal{H}^{M-1}(y) \\
& =\int_{\Sigma} \frac{\partial P}{\partial_{x} \nu}(x, y) \frac{\partial g}{\partial_{y} \tau}(y) d \mathcal{H}^{M-1}(y) \\
& =\int_{\Sigma} \frac{\partial P}{\partial_{x} \nu}(x, y)\left[\frac{\partial g}{\partial_{y} \tau}(y)-\frac{\partial(g \circ \pi)}{\partial_{y} \tau}(g \circ \pi)(x)\right] d \mathcal{H}^{M-1}(y) \tag{9.66}
\end{align*}
$$

We can proceed as before, with $S_{1}$ and $S_{2}$ defined as in (9.61) and (9.62), to estimate

$$
\begin{align*}
\left|\frac{\partial^{2} u}{\partial \nu \partial \tau}\right| & \leq\|g\|_{\Lambda_{\delta}} \int_{\Sigma}\left|\frac{\partial P}{\partial_{x} \nu}(x, y)\right||y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) \\
& =\|g\|_{\Lambda_{\delta}} \int_{S_{1}}\left|\frac{\partial P}{\partial_{x} \nu}(x, y)\right||y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y)  \tag{9.67}\\
& +\|g\|_{\Lambda_{\delta}} \int_{S_{2}}\left|\frac{\partial P}{\partial_{x} \nu}(x, y)\right||y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) \tag{9.68}
\end{align*}
$$

We use (9.55) to estimate (9.67) by

$$
\|g\|_{\Lambda_{\delta}} \int_{S_{1}}\left|\frac{\partial P}{\partial_{x} \nu}(x, y)\right||y-\pi(x)|^{\delta-1} d \mathcal{H}^{M-1}(y) \leq\|g\|_{\Lambda_{\delta}} \cdot(M+2) \cdot \varrho(x)^{\delta-2} .
$$

Estimating (9.68) is more complicated. We use the estimate (9.55) to see that

$$
\begin{aligned}
\left|\frac{\partial P}{\partial_{x} \nu}(x, y)\right| & \leq(M+2) \cdot \varrho(x)^{-1} \cdot P(x, y) \\
& =(M+2) \cdot \varrho(x)^{-1} \cdot \frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{\varrho(x)(2-\varrho(x))}{|x-y|^{M}} \\
& =(M+2) \cdot \frac{\Gamma(M / 2)}{2 \pi^{M / 2}} \cdot \frac{2-\varrho(x)}{|x-y|^{M}} \\
& \leq \frac{(M+2) \Gamma(M / 2)}{\pi^{M / 2}} \cdot \frac{1}{|x-y|^{M}}
\end{aligned}
$$

Then, using the estimate $|y-x|^{-1} \leq 2|y-\pi(x)|^{-1}$, we can bound (9.68) by

$$
\frac{(M+2) \Gamma(M / 2)}{\pi^{M / 2}}\|g\|_{\Lambda_{\delta}} 2^{M} \int_{S_{2}}|y-\pi(x)|^{\delta-1-M} d \mathcal{H}^{M-1}(y)
$$

To estimate this last integral, we let $\theta$ denote the angle between $y$ and $\pi(x)$. Then we have

$$
|y-\pi(x)|=2 \sin \theta / 2
$$

For each $\theta$, the set

$$
\{y \in \Sigma:|y-\pi(x)|=2 \sin \theta / 2\}
$$

is an $(M-2)$-dimensional sphere of radius $\sin \theta$ and thus has $(M-2)$ dimensional area $(M-1) \Omega_{M-1} \sin ^{M-2} \theta$. Now, letting $\theta_{0} \in(0, \pi)$ be such that

$$
\varrho(x)=2 \sin \theta_{0} / 2
$$

we have

$$
\int_{S_{2}}|y-\pi(x)|^{\delta-1-M} d \mathcal{H}^{M-1}(y)=(M-1) \Omega_{M-1} \int_{\theta_{0}}^{\pi}[2 \sin \theta / 2]^{\delta-1-M} \sin ^{M-2} \theta d \theta .
$$

Since

$$
\theta / 2 \leq \frac{2}{\pi} \sin \theta / 2 \leq 2 \sin \theta / 2, \text { for } 0 \leq \theta \leq \pi
$$

and

$$
\sin \theta \leq \theta, \text { for } 0 \leq \theta
$$

we have

$$
\varrho(x)=2 \sin \theta_{0} / 2 \leq \theta_{0} .
$$

We can estimate

$$
\begin{aligned}
\int_{\theta_{0}}^{\pi}[2 & \sin \theta / 2]^{\delta-1-M} \sin ^{M-2} \theta d \theta \\
& \leq \int_{\varrho(x)}^{\pi}[2 \sin \theta / 2]^{\delta-1-M} \sin ^{M-2} \theta d \theta \\
& \leq 2^{M+1-\delta} \int_{\varrho(x)}^{\pi} \theta^{\delta-3} d \theta \\
& =\frac{2^{M+1-\delta}}{2-\delta}\left[\varrho(x)^{\delta-2}-\pi^{\delta-2}\right] \leq \frac{2^{M+1-\delta}}{2-\delta} \varrho(x)^{\delta-2} .
\end{aligned}
$$

Thus we have

$$
\begin{align*}
&\left|\frac{\partial^{2} u}{\partial \nu \partial \tau}\right| \leq(M+2)\left(1+(M-1) \Omega_{M-1} \cdot \frac{\Gamma(M / 2)}{\pi^{M / 2}} \cdot \frac{2^{2 M+1-\delta}}{2-\delta}\right) \\
& \cdot\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \tag{9.69}
\end{align*}
$$

The second normal derivative. Fix a point $x \in B \backslash\{0\}$ and let $\nu=x /|x|$ be the outward unit normal vector to the sphere of radius $|x|$ centered at the origin.

If $\tau_{1}, \tau_{2}, \ldots, \tau_{M-1}$ are pairwise orthogonal unit vectors, all tangent at $x$ to the sphere of radius $|x|$, then

$$
\frac{\partial^{2} u}{\partial \nu^{2}}=-\sum_{i=1}^{M-1} \frac{\partial^{2}}{\partial \tau_{i}^{2}} u
$$

so that

$$
\begin{equation*}
\left|\frac{\partial^{2}}{\partial \nu^{2}} u\right| \leq 3 M(M-1) \cdot\|g\|_{\Lambda_{\delta}} \cdot \varrho(x)^{\delta-2} \tag{9.70}
\end{equation*}
$$

Summary. Fix $x \in B \backslash\{0\}$. By making an orthogonal change of basis, we can arrange for $x /|x|$ to coincide with one of the standard basis vectors. Then (9.65), (9.69), and (9.70), give us the required bound for the Hilbert-Schmidt norm of the Hessian matrix for $u$ at $x$.

Lemma 9.4.3 Fix $0<\delta<1$ and $1<\hat{\sigma}<2$. There is a constant $c_{8}=c_{8}(\delta)$ such that if

$$
g: \mathbb{B}^{M}(0, \hat{\sigma}) \rightarrow \mathbb{R}
$$

is smooth and $u \in C^{0}(\bar{B}) \cap C^{2}(B)$ satisfies

$$
\begin{aligned}
\Delta u & =0 \text { on } B, \\
u & =g \text { on } \Sigma,
\end{aligned}
$$

then
(1) $\sup \left\{|x-z|^{-\delta}|D u(x)-D u(z)|: x, z \in B, x \neq z\right\}$

$$
+\sup _{B}|D u|
$$

$$
\leq c_{8} \cdot\left(\sup \left\{|x-z|^{-\delta}|D g(x)-D g(z)|: x, z \in \mathbb{B}^{M}(0, \hat{\sigma}), x \neq z\right\}\right.
$$

$$
\left.+\sup _{\mathbb{B}^{M}(0, \hat{\sigma})}|D g|\right)
$$

(2) $\sup _{\mathbb{B}^{M}(0,1 / 2)}|\operatorname{Hess}[u(x)]| \leq c_{8}\left(\int_{B}|\operatorname{Hess}[u(x)]|^{2} d \mathcal{L}^{M}\right)^{1 / 2}$,
(3) $\sup _{x \in \mathbb{B}^{M}(0, \hat{\eta})}|D u(x)-D u(0)|^{2} \leq c_{8} \hat{\eta}^{2} \int_{B}|\operatorname{Hess}[u(x)]|^{2} d \mathcal{L}^{M}$,
for each $0<\hat{\eta}<1 / 2$.

## Proof.

(1) Since

$$
\sup _{B}|D u| \leq \sup _{\Sigma}|D g|
$$

holds by the maximum principle, it suffices to estimate

$$
\sup \left\{|x-z|^{-\delta}|D u(x)-D u(z)|: x, z \in B, x \neq z\right\}
$$

We do so by comparing

$$
\left|D u\left(x_{1}\right)-D u\left(x_{0}\right)\right|
$$

to $h^{\delta}$, where $x_{0}, x_{1} \in B$ and $h=\left|x_{1}-x_{0}\right|$. We only need to consider $h$ small and, again by the maximum principle, we only need to consider $x_{0}$ near to $\Sigma$.

Set $\hat{\delta}=1+\delta$. We will apply Lemma 9.4.2 with $\delta$ replaced by $\hat{\delta}$. By that lemma, we have

$$
|\operatorname{Hess}[u(x)]| \leq c_{7} \cdot\|g\|_{\Lambda_{\hat{\delta}}} \cdot \varrho(x)^{\hat{\delta}-2}
$$

for $x \in B$, where $\varrho(x)=1-|x|$. Note that

$$
\begin{aligned}
&\|g\|_{\Lambda_{\hat{\delta}}} \leq \sup \left\{|x-z|^{-\delta}|D g(x)-D g(z)|: x, z \in \mathbb{B}^{M}(0, \hat{\sigma}), x \neq z\right\} \\
&+\sup _{\mathbb{B}^{M}(0, \hat{\sigma})}|D g|
\end{aligned}
$$

holds. In what follows, $C$ will denote a generic positive, finite constant incorporating the value of $c_{7}$.

We need to estimate $\left|D u\left(x_{1}\right)-D u\left(x_{0}\right)\right|$. The proximity of the boundary $\Sigma$ makes it difficult to obtain the needed estimate. Rather than proceeding directly, we replace each point $x_{i}$ by a point $\widetilde{x_{i}}$ that is a distance $h$ farther away from $\Sigma$ (see Figure 9.3). Remarkably, it is then feasible to estimate the individual terms $\left|D u\left(\widetilde{x_{0}}\right)-D u\left(x_{0}\right)\right|,\left|D u\left(\widetilde{x_{1}}\right)-D u\left(x_{1}\right)\right|$, and $\mid D u\left(\widetilde{x_{0}}\right)-$ $D u\left(\widetilde{x_{1}}\right) \mid$.

Let $\widetilde{x_{i}}$ be such that

$$
\begin{aligned}
\pi\left(\widetilde{x_{i}}\right) & =\pi\left(x_{i}\right) \\
\left|\widetilde{x_{i}}\right| & =\left|x_{i}\right|-h ;
\end{aligned}
$$



Figure 9.3: Moving the points away from the boundary.
then we have

$$
\begin{aligned}
\left|D u\left(x_{1}\right)-D u\left(x_{0}\right)\right| & \leq\left|D u\left(x_{1}\right)-D\left(\widetilde{x_{1}}\right)\right| \\
& +\left|D u\left(\widetilde{x_{1}}\right)-D u\left(\widetilde{x_{0}}\right)\right| \\
& +\left|D u\left(\widetilde{x_{0}}\right)-D u\left(x_{0}\right)\right| \\
& =I+I I+I I I .
\end{aligned}
$$

Set $\nu=x_{0} /\left|x_{0}\right|$. We have

$$
\begin{aligned}
I I I & \leq \int_{0}^{h}\left|\frac{\partial(D u)}{\partial \nu}\left(x_{0}-t \nu\right)\right| d \mathcal{L}^{1}(t) \\
& \leq \int_{0}^{h}\left|\operatorname{Hess}\left[u\left(x_{0}-t \nu\right)\right]\right| d \mathcal{L}^{1}(t) \\
& \leq C\|g\|_{\Lambda_{\hat{\delta}}} \int_{0}^{h} \varrho\left(x_{0}-t \nu\right)^{\hat{\delta}-2} d \mathcal{L}^{1}(t) \\
& \leq C\|g\|_{\Lambda_{\hat{\delta}}} \int_{0}^{h}\left[\varrho\left(x_{0}\right)+t\right]^{\hat{\delta}-2} d \mathcal{L}^{1}(t) \\
& =C\|g\|_{\Lambda_{\hat{\delta}}}\left(\left[\varrho\left(x_{0}\right)+h\right]^{\hat{\delta}-1}-\varrho\left(x_{0}\right)^{\hat{\delta}-1}\right) \\
& \leq C h^{\hat{\delta}-1}=C h^{\delta}
\end{aligned}
$$

if $\varrho\left(x_{0}\right)$ is small. (Note that $\hat{\delta}-1>0$.)
Likewise, we estimate

$$
I \leq C\|g\|_{\Lambda_{\hat{\delta}}} h^{\hat{\delta}-1}
$$

To estimate $I I$, we note that

$$
\begin{equation*}
I I \leq \int_{0}^{h} h\left|\operatorname{Hess}\left[u\left(\widetilde{x_{0}}+\xi\right)\right]\right| d \mathcal{L}^{1}(t) \tag{9.71}
\end{equation*}
$$

where $\widetilde{x_{0}}+\xi$ is a point on the segment between $\widetilde{x_{0}}$ and $\widetilde{x_{1}}$. The righthand side of (9.71) is bounded above by

$$
\begin{aligned}
C\|g\|_{\Lambda_{\hat{\delta}}} h \int_{0}^{h} \varrho\left(\widetilde{x_{0}}+\xi\right)^{\hat{\delta}-2} d \mathcal{L}^{1}(t) & \leq C\|g\|_{\Lambda_{\hat{\delta}}} h \int_{0}^{h} h^{\hat{\delta}-2} d \mathcal{L}^{1}(t) \\
& \leq C\|g\|_{\Lambda_{\hat{\delta}}} h^{\hat{\delta}} .
\end{aligned}
$$

(2) Fix $i, j \in\{1,2, \ldots, M\}$ and $x \in \mathbb{B}^{M}(0,1 / 2)$. For $0<r<1 / 2$, we have

$$
\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}(x)=\int_{\{y:|y|=r\}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}(x+y) d \mathcal{H}^{M-1}(y)
$$

by the mean value property of harmonic functions. But then

$$
\begin{aligned}
\left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}(x)\right| & =\left|\int_{0}^{1 / 2} \int_{\{y:|y|=r\}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}(x+y) d \mathcal{H}^{M-1}(y) d \mathcal{L}^{1}(r)\right| \\
& =\left|\int_{\mathbb{B}^{M}(x, 1 / 2)} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}(z) d \mathcal{L}^{M}(z)\right| \\
& \leq\left(\Omega_{M}\right)^{1 / 2} \cdot\left(\int_{B}\left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right|^{2} d \mathcal{L}^{M}\right)^{1 / 2}
\end{aligned}
$$

holds and the result follows.
(3) Fix $i \in\{1,2, \ldots, M\}$ and $x \in \mathbb{B}^{M}(0,1 / 2) \backslash\{0\}$. Set $\nu=x /|x|$ and

$$
\psi(t)=\frac{\partial u}{\partial x_{i}}(t \nu)
$$

for $-1<t<1$. Thus $\psi^{\prime}(t)$ is the directional derivative of $\partial u / \partial x_{i}$ in the direction $\nu$ at the point $t \nu$. It follows that $\left|\psi^{\prime}(t)\right|$ is bounded by the operator norm of the Hessian matrix for $u$ at $t \nu$. Hence $\left|\psi^{\prime}(t)\right|$ is bounded by a multiple of $|\operatorname{Hess}[u(t \nu)]|$.

Using the fundamental theorem of calculus, we estimate

$$
\begin{aligned}
\left|\frac{\partial u}{\partial x_{i}}(x)-\frac{\partial u}{\partial x_{i}}(0)\right|^{2} & =\left|\int_{0}^{|x|} \psi^{\prime}(t) d \mathcal{L}^{1}(t)\right|^{2} \\
& \leq|x|^{2} \cdot \sup \left\{\left|\psi^{\prime}(t)\right|^{2}: 0 \leq t \leq|x|\right\} \\
& \leq|x|^{2} \cdot \sup _{y \in \mathbb{B}^{M}(0,1 / 2)}|\operatorname{Hess}[u(y)]|^{2}
\end{aligned}
$$

so we see that conclusion (3) follows from conclusion (2).

### 9.5 The Main Estimate

The next lemma is the main tool in the regularity theory. The lemma tells us that once the cylindrical excess (see Definition 9.1.4) of an area-minimizing surface is small enough, then the excess on a smaller cylinder can be made even smaller by appropriately rotating the surface.

Lemma 9.5.1 There exist constants

$$
\begin{equation*}
0<\theta<1 / 8, \quad 0<\epsilon_{*} \leq(\theta / 4)^{2 M} \tag{9.72}
\end{equation*}
$$

depending only on $M$, with the following property:
If $0 \in \operatorname{spt} T$, if $T_{0}=T \mathrm{LC}(0, \rho / 2)$, and if the hypotheses (H1-H5) hold with

$$
y=0, \quad \epsilon=\epsilon_{*},
$$

then

$$
\begin{equation*}
\sup _{X \in \operatorname{spt} T_{0}}|\mathbf{q}(X)| \leq \rho / 8 \tag{9.73}
\end{equation*}
$$

holds and there exists a linear isometry $\mathbf{j}: \mathbb{R}^{M+1} \rightarrow \mathbb{R}^{M+1}$ with

$$
\begin{align*}
\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\|^{2} & \leq \theta^{-2 M} E(T, 0, \rho) \leq 1 / 64  \tag{9.74}\\
E\left(\mathbf{j}_{\#} T_{0}, 0, \theta \rho\right) & \leq \theta E(T, 0, \rho) \tag{9.75}
\end{align*}
$$

Here $\mathbf{I}_{\mathbb{R}^{M+1}}$ is the identity map on $\mathbb{R}^{M+1}$.

Proof. Since we may change scale if need be, it will be sufficient to prove the lemma with $\rho=1$. We ultimately will choose

$$
\begin{equation*}
\epsilon_{*}<\epsilon_{0} \tag{9.76}
\end{equation*}
$$

where $\epsilon_{0}$ is as in Lemmas 9.2.1 and 9.2.2 (in particular, Lemma 9.2.1 is invoked with $\sigma=2 / 3$ ), so we will assume that $0 \in \operatorname{spt} T$ and that the hypotheses (H1-H5) hold with $y=0 \rho=1$, and with $\epsilon=\epsilon_{0}$, where $\epsilon_{0}$ is as in Lemma 9.2.1.

We set

$$
\begin{aligned}
\delta & =\frac{1}{9 M^{2}} \\
E & =E(T, 0,1)
\end{aligned}
$$

Lipschitz approximations. We can apply Lemma 9.2.2 to obtain a Lipschitz function whose graph approximates spt $T$. In fact, there are two such approximating functions that will be of interest:

- We let $g_{\delta}: \mathbb{B}^{M}(0,1 / 4) \rightarrow \mathbb{R}$ be a Lipschitz function as in Lemma 9.2.2 corresponding to the choice

$$
\gamma=E^{2 \delta}
$$

- We let $h: \mathbb{B}^{M}(0,1 / 4) \rightarrow \mathbb{R}$ be a Lipschitz function as in Lemma 9.2.2 corresponding to the choice $\gamma=1$.

Smoothing $\boldsymbol{g}$. Let $\varphi \in C^{\infty}\left(\mathbb{R}^{M}\right)$ be a mollifier as in Definition 5.5.1 with $N$ replaced by $M$. As usual, for $0<\nu$,

- set

$$
\varphi_{\nu}(z)=\nu^{-M} \varphi\left(\nu^{-1} z\right) ;
$$

- let $f * \varphi_{\nu}$ denote convolution of $f$ with $\varphi_{\nu}$.

Let $0<c_{9}<\infty$ satisfy

$$
\begin{gathered}
\sup |\varphi| \leq c_{9} \\
\sup |D \varphi| \leq c_{9} \\
\sup _{x \neq z}|x-z|^{-\delta}|D \varphi(x)-D \varphi(z)| \leq c_{9}
\end{gathered}
$$

Defining

$$
\begin{equation*}
\tilde{g}_{\delta}=g_{\delta} * \varphi_{E} \tag{9.77}
\end{equation*}
$$

we obtain the following standard estimates:

$$
\begin{align*}
& \sup _{\mathbb{B}^{M}(0,1 / 8)}\left|D \widetilde{g}_{\delta}\right| \leq \sup _{\mathbb{B}^{M}(0,1 / 4)}\left|D g_{\delta}\right| \leq E^{2 \delta} \leq E^{\delta}  \tag{9.78}\\
& \sup _{\mathbb{B}^{M}(0,1 / 8)}\left|\widetilde{g}_{\delta}-g_{\delta}\right| \leq E \sup _{\mathbb{B}^{M}(0,1 / 4)}\left|D g_{\delta}\right| \leq E^{1+\delta},  \tag{9.79}\\
& \sup \left\{|x-z|^{-\delta}\left|D \widetilde{g}_{\delta}(x)-D \widetilde{g}_{\delta}(z)\right|: x, z \in \mathbb{B}^{M}(0,1 / 8), x \neq z\right\} \\
& \leq \sup _{\mathbb{B}^{M}(0,1 / 4)}\left|D g_{\delta}\right| \cdot \sup _{x \neq z}|x-z|^{-\delta}\left|\phi\left(E^{-1} x\right)-\phi\left(E^{-1} z\right)\right| \\
& \leq E^{2 \delta} \cdot E^{-\delta} \cdot \sup _{x \neq z}|x-z|^{-\delta}|\phi(x)-\phi(z)| \\
& \leq c_{9} E^{\delta} . \tag{9.80}
\end{align*}
$$

The graph of $\widetilde{\boldsymbol{g}}$. We next define

$$
\begin{equation*}
\widetilde{S}=\widetilde{G}_{\#}\left(\mathbf{E}^{M} L \mathbb{B}^{M}(0,1 / 8)\right) \tag{9.81}
\end{equation*}
$$

where $\widetilde{G}: \mathbb{B}^{M}(0,1 / 8) \rightarrow \mathrm{C}(0,1 / 8)$ is defined by

$$
\widetilde{G}(x)=\left(x, \widetilde{g}_{\delta}(x)\right) .
$$

Choosing $\boldsymbol{\sigma}$. For each $0<\sigma<1 / 8$ we let

$$
T_{\sigma}=T \mathrm{LC}(0, \sigma), \quad \widetilde{S}_{\sigma}=\widetilde{S} \mathrm{LC}(0, \sigma)
$$

We wish to show that there is a finite positive constant $c_{10}$ such that there are infinitely many choices of $1 / 16<\sigma<1 / 8$ for which the following inequalities all hold:

$$
\begin{align*}
& \mathcal{H}^{M-1}\left\{x \in \partial \mathbb{B}^{M}(0, \sigma): g_{\delta}(x) \neq h(x)\right\} \leq c_{10} E^{1-4 M \delta}  \tag{9.82}\\
& \left\|\partial T_{\sigma}\right\|\left(\mathbb{R}^{M+1}\right) \leq c_{10}  \tag{9.83}\\
& \left\|\partial T_{\sigma}\right\|\left\{X:|P(X)-X|>E^{1+\delta}\right\} \leq c_{10} E^{1-4 M \delta} \tag{9.84}
\end{align*}
$$

where $P$ is the "vertical retraction" of $\mathrm{C}(0,1 / 8)$ onto (graph $\left.\widetilde{g}_{\delta}\right) \cap \mathrm{C}(0,1 / 8)$. That is, for $X \in \mathrm{C}(0,1 / 8)$ we have

$$
P(X)=\left(\mathbf{p}(X), \widetilde{g}_{\delta}(\mathbf{p}(X))\right) .
$$

Notice that $P_{\#} T_{\sigma}=\widetilde{S}_{\sigma}$ by (9.18) and the definition of $\widetilde{S}$.

- First, by (9.24) and by Theorem 5.2.1, i.e., the coarea formula, we have

$$
\begin{aligned}
& \int_{1 / 16}^{1 / 8} \mathcal{H}^{M-1}\left\{x \in \partial \mathbb{B}^{M}(0, \sigma): g_{\delta}(x) \neq h(x)\right\} d \mathcal{L}^{1} \sigma \\
& \leq \mathcal{L}^{M}\left(\mathbb{B}^{M}(y, 1 / 4) \backslash\left\{z \in \mathbb{B}^{M}(y, 1 / 4): \mathbf{p}^{-1}(z) \cap \operatorname{spt} T=\{(x, h(x))\}\right\}\right) \\
& \quad+\mathcal{L}^{M}\left(\mathbb{B}^{M}(y, 1 / 4) \backslash\left\{z \in \mathbb{B}^{M}(y, 1 / 4): \mathbf{p}^{-1}(z) \cap \operatorname{spt} T=\left\{\left(x, g_{\delta}(x)\right)\right\}\right\}\right) \\
& \leq c_{3}\left(1+E^{-4 \delta}\right) E \leq 2 c_{3} E^{1-4 \delta}
\end{aligned}
$$

- Because $\partial T$ has its support outside the cylinder of radius 1 , we can identify $\partial T_{\sigma}$ with the slice $\langle T, r, \sigma+\rangle$, where $r$ is the distance from the axis of the cylinder. We conclude that

$$
\int_{1 / 16}^{1 / 8}\left\|\partial T_{\sigma}\right\|\left(\mathbb{R}^{M+1}\right) d \mathcal{L}^{1} \sigma \leq \int_{\mathrm{C}(0,1 / 8)} d\|T\|
$$

holds.

- Third, by (9.79), if $X=\left(x, g_{\delta}(x)\right)$ coincides with the point $\mathbf{p}^{-1}(x) \cap \operatorname{spt} T$, then $X$ and $P(X)$ are separated by a distance not exceeding $E^{1+\delta}$. So we use (9.25) to estimate

$$
\begin{aligned}
& \int_{1 / 16}^{1 / 8}\left\|\partial T_{\sigma}\right\|\left\{X:|P(X)-X|>E^{1+\delta}\right\} d \mathcal{L}^{1} \sigma \\
& \quad=\int_{1 / 16}^{1 / 8}\|\langle T, r, \sigma+\rangle\|\left\{X:|P(X)-X|>E^{1+\delta}\right\} d \mathcal{L}^{1} \sigma \\
& \quad=\int_{1 / 16}^{1 / 8}\|\langle T-\widetilde{S}, r, \sigma+\rangle\| \mathrm{C}(y, 1 / 4) d \mathcal{L}^{1} \sigma \\
& \quad \leq\|T-\widetilde{S}\| \mathrm{C}(y, 1 / 4) \leq c_{4} E^{-4 M \delta} E
\end{aligned}
$$

where we note that, in the notation of Lemma 9.2.2, $\widetilde{S}$ corresponds to $T^{g_{\delta}}$.

The homotopy between $\boldsymbol{T}$ and $\widetilde{\boldsymbol{S}}$. Let $H:[0,1] \times \mathrm{C}(0,1 / 8) \rightarrow \mathbb{R}^{M+1}$ be defined by $H(t, x)=t P(X)+(1-t) X$. By the homotopy formula (7.22), we have

$$
\begin{equation*}
\partial V=\partial T_{\sigma}-\partial \widetilde{S}_{\sigma}, \text { where } V=H_{\#}\left(\mathbf{\lfloor} 0,1 \mathbf{} \times \partial T_{\sigma}\right) \tag{9.85}
\end{equation*}
$$

By (7.23) and Lemma 9.2.2 applied with $\gamma=E^{2 \delta}$ (in particular, using (9.22) and (9.24)), and by (9.79), (9.82), and (9.84), we have

$$
\begin{align*}
&\|V\|\left(\mathbb{R}^{M+1}\right) \\
& \leq 2 \int|P(X)-X| d\left\|T_{\sigma}\right\| \\
& \leq 2\left(\sup _{X \in \operatorname{spt} \partial T_{\sigma}}|P(X)-X|\right) \cdot\left\|\partial T_{\sigma}\right\|\left\{X:|X-P(X)|>E^{1+\delta}\right\} \\
&+c_{10} E^{1+\delta} \\
& \leq c_{11} E^{1+1 /(2 M)-4 M \delta}+c_{10} E^{1+\delta} \\
& \leq c_{12} E^{1+\delta} \tag{9.86}
\end{align*}
$$

where we have made use of the fact that $\delta=\left(9 M^{2}\right)^{-1}$.
The approximating harmonic function. The aim is to show that, with $1 / 16<\sigma<1 / 8$ chosen so that (9.82), (9.83), and (9.84) hold, $T \mathrm{LC}(0, \sigma)$ can be very closely approximated by the graph of a harmonic function.

Let $1 / 16<\sigma<1 / 8$ be such that (9.82), (9.83), and (9.84) (and consequently (9.86)) hold. Let $u: \overline{\mathbb{B}}^{M}(0, \sigma) \rightarrow \mathbb{R}$ be continuous and satisfy

$$
\left.\begin{array}{rl}
\Delta u & =0 \text { on } \mathbb{B}^{M}(0, \sigma)  \tag{9.87}\\
u & =\widetilde{g}_{\delta} \text { on } \partial \mathbb{B}^{M}(0, \sigma),
\end{array}\right\}
$$

where $\widetilde{g}_{\delta}$ is as in (9.77), so (9.78) and (9.80) will hold.
Recall that (9.78) and (9.80) are the estimates

$$
\sup _{\mathbb{B}^{M}(0,1 / 8)}\left|D \widetilde{g}_{\delta}\right| \leq E^{\delta}
$$

and

$$
\sup \left\{|x-z|^{-\delta}\left|D \widetilde{g}_{\delta}(x)-D \widetilde{g}_{\delta}(z)\right|: x, z \in \mathbb{B}^{M}(0,1 / 8), x \neq z\right\} \leq c_{9} E^{\delta}
$$

By applying Lemma 9.4.3 with $\hat{\sigma}=1 /(8 \sigma), g(x)=\widetilde{g}_{\delta}(x / \sigma)$, and $\hat{\eta}=\eta / \sigma$, we see that there exist constants $c_{13}$ and $c_{14}$ such that if $u$ is as in (9.87), then the following estimates hold:

$$
\begin{align*}
& \sup \left\{|x-z|^{-\delta}|D u(x)-D u(z)|: x, z \in \mathbb{B}^{M}(0, \sigma), x \neq z\right\} \\
& \quad+\sup _{\mathbb{B}^{M}(0, \sigma)}|D u| \leq c_{13} E^{\delta},  \tag{9.88}\\
& \sup _{x \in \mathbb{B}^{M}(0, \eta)}|D u(x)-D u(0)|^{2} \leq c_{14} \eta^{2} \int_{\mathbb{B}^{M}(0, \sigma)}|D u|^{2} d \mathcal{L}^{M}, \tag{9.89}
\end{align*}
$$

for each $0<\eta<\sigma / 2$.
The comparison surface and the first use of the minimality of $\boldsymbol{T}$. Define $G: \mathbb{B}^{M}(0, \sigma) \rightarrow \mathrm{C}(0, \sigma)$ by setting $G(x)=(x, u(x))$ and set

$$
S=G_{\#}\left(\mathbf{E}^{M} L \mathbb{B}^{M}(0, \sigma)\right)
$$

We have $\partial S=\partial \widetilde{S}_{\sigma}$, where we recall that $\widetilde{S}_{\sigma}=\widetilde{S} \mathrm{LC}(0, \sigma)$ and that $\widetilde{S}$ is defined in (9.81). Consequently, we have

$$
\begin{equation*}
\partial\left(V+S-T_{\sigma}\right)=0 \tag{9.90}
\end{equation*}
$$

by (9.85). This last equation tells us that

$$
\partial(V+S)=\partial T_{\sigma}
$$

so we can use $V+S$ as a comparison surface for the area-minimizing surface $T_{\sigma}$. Since it is true for any $V$ and $S$ that

$$
\mathbf{A}[V]+\mathbf{A}[S] \geq \mathbf{A}[V+S]
$$

we have

$$
\begin{equation*}
\mathbf{A}[V]+\mathbf{A}[S] \geq \mathbf{A}[V+S] \geq \mathbf{A}\left[T_{\sigma}\right] \tag{9.91}
\end{equation*}
$$

because $T_{\sigma}$ is area-minimizing.
The first calculation of the difference between $\boldsymbol{T}$ and $\boldsymbol{S}$. We extend $\vec{S}$ to all of $\mathrm{C}(0, \sigma)$ by setting

$$
\begin{equation*}
\stackrel{\rightharpoonup}{S}(X)=\stackrel{\rightharpoonup}{S}(\mathbf{p}(X), u(\mathbf{p}(X))) \tag{9.92}
\end{equation*}
$$

Using the extension of $\vec{S}$ in (9.92) and noting that $\vec{T}_{\sigma}=\vec{T}$ holds $\left\|T_{\sigma}\right\|$ almost everywhere, we get

$$
\begin{align*}
\mathbf{A}\left[T_{\sigma}\right] & -\mathbf{A}[S]=\int A(\stackrel{\rightharpoonup}{T}) d\left\|T_{\sigma}\right\|-\int A(\vec{S}) d\|S\| \\
= & \int(A(\stackrel{\rightharpoonup}{T})-\langle D A(\stackrel{\rightharpoonup}{S}), \stackrel{\rightharpoonup}{T}\rangle) d\left\|T_{\sigma}\right\| \\
& +\int\langle D A(\vec{S}), \stackrel{\rightharpoonup}{T}\rangle d\left\|T_{\sigma}\right\|-\int A(\vec{S}) d\|S\| \\
= & \int(A(\stackrel{\rightharpoonup}{T})-\langle D A(\stackrel{\rightharpoonup}{S}), \stackrel{\rightharpoonup}{T}\rangle) d\left\|T_{\sigma}\right\| \\
& +\int\langle D A(\stackrel{\rightharpoonup}{S}), \stackrel{\rightharpoonup}{T}\rangle d\left\|T_{\sigma}\right\|-\int\langle D A(\vec{S}), \stackrel{\rightharpoonup}{S}\rangle d\|S\| \tag{9.93}
\end{align*}
$$

where we have also used (9.6) to conclude that $A(\stackrel{\rightharpoonup}{S})=\langle D A(\stackrel{\rightharpoonup}{S}), \vec{S}\rangle$.
By (9.12) we have

$$
\begin{equation*}
A(\stackrel{\rightharpoonup}{T})-\langle D A(\stackrel{\rightharpoonup}{S}), \stackrel{\rightharpoonup}{T}\rangle=\frac{1}{2}|\stackrel{\rightharpoonup}{T}-\stackrel{\rightharpoonup}{S}|^{2} \tag{9.94}
\end{equation*}
$$

For integrands other than area, a Weierstrass condition would be used here instead of (9.12). Recalling from (9.7) that we may also treat $D A(\vec{S})$ as a differential $M$-form, we have

$$
\begin{equation*}
\int\langle D A(\stackrel{\rightharpoonup}{S}), \stackrel{\rightharpoonup}{T}\rangle d\left\|T_{\sigma}\right\|-\int\langle D A(\stackrel{\rightharpoonup}{S}), \stackrel{\rightharpoonup}{S}\rangle d\|S\|=\left[T_{\sigma}-S\right](D A(\stackrel{\rightharpoonup}{S})) \tag{9.95}
\end{equation*}
$$

Using (9.93), (9.94) and (9.95), we see that

$$
\begin{equation*}
\mathbf{A}\left[T_{\sigma}\right]-\mathbf{A}[S]=\frac{1}{2} \int|\stackrel{\rightharpoonup}{T}-\stackrel{\rightharpoonup}{S}|^{2} d\left\|T_{\sigma}\right\|+\left[T_{\sigma}-S\right](D A(\stackrel{\rightharpoonup}{S})) \tag{9.96}
\end{equation*}
$$

Use of the comparison surface and the second use of the minimality of $\boldsymbol{T}$. Since (9.90) tells us that $\partial\left(V+S-T_{\sigma}\right)=0$, we have

$$
V+S-T_{\sigma}=\partial R
$$

for some $(M+1)$-dimensional current $R$, so (see (9.3) for notation)

$$
\left(V+S-T_{\sigma}\right)\left(d x^{M}\right)=(\partial R)\left(d x^{M}\right)=R\left(d d x^{M}\right)=0
$$

Since (9.7) tells us that $D A\left(\mathbf{e}^{M}\right)=d x^{M}$, we conclude that

$$
\left(V+S-T_{\sigma}\right)\left(D A\left(\mathbf{e}^{M}\right)\right)=0
$$

Thus we have

$$
\begin{align*}
\mathbf{A}\left[T_{\sigma}\right]-\mathbf{A}[S] & =\frac{1}{2} \int|\vec{T}-\vec{S}|^{2} d\left\|T_{\sigma}\right\| \\
& +\left(T_{\sigma}-S\right)\left(D A(\vec{S})-D A\left(\mathbf{e}^{M}\right)\right) \\
& +V\left(D A\left(\mathbf{e}^{M}\right)\right) \tag{9.97}
\end{align*}
$$

From(9.91), (9.96), and (9.97) we obtain

$$
\begin{align*}
\mathbf{A}[V] & \geq \mathbf{A}\left[T_{\sigma}\right]-\mathbf{A}[S] \\
& \geq \frac{1}{2} \int|\vec{T}-\vec{S}|^{2} d\left\|T_{\sigma}\right\| \\
& +\left(T_{\sigma}-S\right)\left(D A(\vec{S})-D A\left(\mathbf{e}^{M}\right)\right) \\
& +V\left(D A\left(\mathbf{e}^{M}\right)\right) \tag{9.98}
\end{align*}
$$

By (9.86), we have $\mathbf{A}[V]=\|V\|\left(\mathbb{R}^{M+1}\right) \leq c_{12} E^{1+\delta}$ and consequently also

$$
\left|V\left(D A\left(\mathbf{e}^{M}\right)\right)\right| \leq c_{12} E^{1+\delta}
$$

Thus we have

$$
\begin{align*}
2 c_{12} E^{1+\delta} \geq & \frac{1}{2} \int|\vec{T}-\vec{S}|^{2} d\left\|T_{\sigma}\right\| \\
& +\left(T_{\sigma}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right) \tag{9.99}
\end{align*}
$$

Estimating the second term on the right in (9.99). We wish to estimate the second term on the right in (9.99) by an expression similar to the first term on the right. The argument to obtain the desired estimate is sufficiently complicated that we state the result as a separate claim.

Claim. There exist constants $c_{15}$ and $c_{16}$ such that

$$
\begin{align*}
& \mid\left(T_{\sigma}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right) \mid \\
& \leq c_{15} E^{1+\delta}+2 c_{16} E^{\delta} \int|\vec{S}-\stackrel{\rightharpoonup}{T}|^{2} d\left\|T_{\sigma}\right\| \tag{9.100}
\end{align*}
$$

Proof of the Claim. We recall that $h$ is as in Lemma 9.2.2 with $\gamma=1$, and we introduce

$$
T_{\sigma}^{0}=G_{\#}^{0}\left(\mathbf{E}^{M}\left\lfloor\mathbb{B}^{M}(0, \sigma)\right),\right.
$$

where $G_{0}(x)=(x, h(x))$. By (9.25) of the Lipschitz approximation lemma, we have

$$
\begin{equation*}
\left\|T_{\sigma}^{0}-T_{\sigma}\right\| \mathrm{C}(0, \sigma) \leq c_{4} E \tag{9.101}
\end{equation*}
$$

because $\gamma=1, \rho=1$, and $\sigma<1 / 8$.
The estimate (9.88) gives us the bound $|D u| \leq c_{13} E^{\delta}$. Then, using (9.47), we obtain

$$
\begin{equation*}
\left|D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right| \leq 2 c_{13} E^{\delta} \tag{9.102}
\end{equation*}
$$

By (9.101) and (9.102) we have

$$
\begin{align*}
& \left|\left(T_{\sigma}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)\right| \\
& \quad \leq\left|\left(T_{\sigma}^{0}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)\right|+\left|\left(T_{\sigma}-T_{\sigma}^{0}\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)\right| \\
& \quad \leq\left|\left(T_{\sigma}^{0}-S\right)\left(D A(\vec{S})-D A\left(\mathbf{e}^{M}\right)\right)\right|+c_{4} E \cdot 2 c_{13} E^{\delta} . \tag{9.103}
\end{align*}
$$

Because $S$ is the current defined by integrating over the graph of $u$, we apply (9.40) with $f=u$ to obtain

$$
\begin{align*}
& D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right) \\
& \quad=\left(1+|D u|^{2}\right)^{-1 / 2}\left(d x^{M}+\sum_{i=1}^{M}\left(D_{i} u\right) d x_{\widehat{\imath}}\right)-d x^{M} \tag{9.104}
\end{align*}
$$

Because $T_{\sigma}^{0}$ is the current defined by integration over the graph of $h$, we may apply (9.37), (9.41), and (9.38), with $f=h$, and use (9.104) to find that

$$
T_{\sigma}^{0}\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)
$$

$$
\begin{equation*}
=\int_{\mathbb{B}^{M}(0, \sigma)}\left[\left(1+|D u|^{2}\right)^{-1 / 2}\left(1+\sum_{i=1}^{M} D_{i} u D_{i} h\right)-1\right] d \mathcal{L}^{M} . \tag{9.105}
\end{equation*}
$$

Similarly, taking $f=u$, we obtain

$$
\begin{align*}
& S\left(D A(\vec{S})-D A\left(\mathbf{e}^{M}\right)\right) \\
& \quad=\int_{\mathbb{B}^{M}(0, \sigma)}\left[\left(1+|D u|^{2}\right)^{-1 / 2}\left(1+\sum_{i=1}^{M} D_{i} u D_{i} u\right)-1\right] d \mathcal{L}^{M} \tag{9.106}
\end{align*}
$$

Combining (9.105) and (9.106), we find that

$$
\begin{align*}
\left(T_{\sigma}^{0}\right. & -S)\left(D A(\vec{S})-D A\left(\mathbf{e}^{M}\right)\right) \\
& =\int_{\mathbb{B}^{M}(0, \sigma)}\left[\left(1+|D u|^{2}\right)^{-1 / 2} \sum_{i=1}^{M} D_{i} u D_{i}(h-u)\right] d \mathcal{L}^{M} \tag{9.107}
\end{align*}
$$

We will simplify the integrand in (9.107) so that we can use the fact that $u$ is a harmonic function. To this end we use (9.44) to bound

$$
\begin{aligned}
& \mid \int_{\mathbb{B}^{M}(0, \sigma)}\left[\left(1+|D u|^{2}\right)^{-1 / 2} \sum_{i=1}^{M} D_{i} u D_{i}(h-u)\right] d \mathcal{L}^{M} \\
&-\int_{\mathbb{B}^{M}(0, \sigma)}\left[\sum_{i=1}^{M} D_{i} u D_{i}(h-u)\right] d \mathcal{L}^{M} \mid
\end{aligned}
$$

above by

$$
\begin{aligned}
\int_{\mathbb{B}^{M}(0, \sigma)} & |D u|\left|\sum_{i=1}^{M} D_{i} u D_{i}(h-u)\right| d \mathcal{L}^{M} \\
& \leq \int_{\mathbb{B}^{M}(0, \sigma)}|D u||D u||D(h-u)| d \mathcal{L}^{M} \\
& \leq \int_{\mathbb{B}^{M}(0, \sigma)}|D u||D u|(|D h|+|D u|) d \mathcal{L}^{M} \\
& \leq \int_{\mathbb{B}^{M}(0, \sigma)}|D u|^{3} d \mathcal{L}^{M}+\int_{\mathbb{B}^{M}(0, \sigma)}|D u||D u||D h| d \mathcal{L}^{M}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \int_{\mathbb{B}^{M}(0, \sigma)}|D u|^{3} d \mathcal{L}^{M}+\frac{1}{2} \int_{\mathbb{B}^{M}(0, \sigma)}|D u|\left(|D u|^{2}+|D h|^{2}\right) d \mathcal{L}^{M} \\
& \leq \frac{3}{2} \int_{\mathbb{B}^{M}(0, \sigma)}|D u|\left(|D u|^{2}+|D h|^{2}\right) d \mathcal{L}^{M} .
\end{aligned}
$$

So, using the bound $|D u| \leq c_{13} E^{\delta}$ from (9.88), we can write

$$
\begin{equation*}
\left(T_{\sigma}^{0}-S\right)\left(D A(\vec{S})-D A\left(\mathbf{e}^{M}\right)\right)=\int_{\mathbb{B}^{M}(0, \sigma)}\left[\sum_{i=1}^{M} D_{i} u D_{i}(h-u)\right] d \mathcal{L}^{M}+R \tag{9.108}
\end{equation*}
$$

where

$$
\begin{equation*}
|R| \leq(3 / 2) c_{13} E^{\delta} \int_{\mathbb{B}^{M}(0, \sigma)}\left(|D u|^{2}+|D h|^{2}\right) d \mathcal{L}^{M} \tag{9.109}
\end{equation*}
$$

The fact that $u$ is harmonic will allow us to express the integrand

$$
\sum_{i=1}^{M} D_{i} u D_{i}(h-u)
$$

in (9.108) as the divergence of a vector field, and thereby allow us to use the Gauss-Green theorem to replace the integral over the disc by an integral over the boundary of the disc.

Set

$$
\boldsymbol{w}=(h-u) \sum_{i=1}^{M} D_{i} u \mathbf{e}_{i} .
$$

We compute

$$
\begin{aligned}
\operatorname{div} \boldsymbol{w} & =\sum_{i=1}^{M} \frac{\partial}{\partial x_{i}}\left[(h-u) D_{i} u\right] \\
& =\sum_{i=1}^{M} D_{i} u D_{i}(h-u)+(h-u) \sum_{i=1}^{M} \frac{\partial^{2} u}{\partial x_{i}^{2}} \\
& =\sum_{i=1}^{M} D_{i} u D_{i}(h-u)
\end{aligned}
$$

Applying the Gauss-Green theorem (Theorem 6.2.6), we obtain

$$
\int_{\mathbb{B}^{M}(0, \sigma)} \operatorname{div} \boldsymbol{w} d \mathcal{L}^{M}=\int_{\partial \mathbb{B}^{M}(0, \sigma)} \boldsymbol{w} \cdot \boldsymbol{\eta} d \mathcal{H}^{M-1}
$$

where $\boldsymbol{\eta}$ is the outward unit normal to $\partial \mathbb{B}^{M}(0, \sigma)$. Hence we conclude that

$$
\begin{aligned}
\int_{\mathbb{B}^{M}(0, \sigma)} & {\left[\sum_{i=1}^{M} D_{i} u D_{i}(h-u)\right] d \mathcal{L}^{M} } \\
= & \int_{\mathscr{\mathbb { B } ^ { M } ( 0 , \sigma )}}(h-u) \sum_{i=1}^{M} D_{i} u \boldsymbol{\eta}_{i} d \mathcal{H}^{M-1} \\
= & \int_{\mathscr{\mathbb { B } ^ { M } ( 0 , \sigma )}}\left(h-\widetilde{g}_{\delta}\right) \sum_{i=1}^{M} D_{i} u \boldsymbol{\eta}_{i} d \mathcal{H}^{M-1}
\end{aligned}
$$

where we use the boundary condition in (9.87) to replace $u$ by $\widetilde{g}_{\delta}$ in the last term. Thus we have

$$
\begin{aligned}
& \left(T_{\sigma}^{0}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right) \\
& \quad=\int_{\partial \mathbb{B}^{M}(0, \sigma)}\left(h-\widetilde{g}_{\delta}\right) \sum_{i=1}^{M} D_{i} u \boldsymbol{\eta}_{i} d \mathcal{H}^{M-1}+R
\end{aligned}
$$

Now, using (9.88) to estimate $|D u| \leq c_{13} E^{\delta},(9.23)$ to estimate $\left|h-g_{\delta}\right| \leq$ $2 c_{2} E^{1 /(2 M)}$, (9.79) to estimate $\left|g_{\delta}-\widetilde{g}_{\delta}\right| \leq E^{1+\delta}$, and (9.82) to estimate

$$
\mathcal{H}^{M-1}\left\{x \in \partial \mathbb{B}^{M}(0, \sigma): g_{\delta}(x) \neq h(x)\right\} \leq c_{10} E^{1-4 M \delta},
$$

and recalling that $\delta=1 /\left(9 M^{2}\right)$, we obtain the estimate

$$
\begin{aligned}
& \left|\int_{\partial \mathbb{B}^{M}(0, \sigma)}\left(h-\widetilde{g}_{\delta}\right) \sum_{i=1}^{M} D_{i} u \boldsymbol{\eta}_{i} d \mathcal{H}^{M-1}\right| \\
& \leq\left|\int_{\partial \mathbb{B}^{M}(0, \sigma)}\left(h-g_{\delta}\right) \sum_{i=1}^{M} D_{i} u \boldsymbol{\eta}_{i} d \mathcal{H}^{M-1}\right| \\
& \quad+\left|\int_{\partial \mathbb{B}^{M}(0, \sigma)}\left(g_{\delta}-\widetilde{g}_{\delta}\right) \sum_{i=1}^{M} D_{i} u \boldsymbol{\eta}_{i} d \mathcal{H}^{M-1}\right| \\
& \leq c_{13} E^{\delta}\left(\int_{\partial \mathbb{B}^{M}(0, \sigma)}\left|h-g_{\delta}\right| d \mathcal{H}^{M-1}\right. \\
& \left.\quad+\int_{\partial \mathbb{B}^{M}(0, \sigma)}\left|g_{\delta}-\widetilde{g}_{\delta}\right| d \mathcal{H}^{M-1}\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq c_{13} E^{\delta}\left(2 c_{2} E^{1 /(2 M)} c_{10} E^{1-4 M \delta}+E^{1+\delta} M \Omega_{M}\right) \\
& =c_{13}\left(2 c_{2} c_{10} E^{6^{-1} \delta^{1 / 2}}+M \Omega_{M} E^{\delta}\right) E^{1+\delta} \tag{9.110}
\end{align*}
$$

Combining equation (9.108) with the estimates (9.109) and (9.110), we obtain the estimate

$$
\begin{aligned}
& \left|\left(T_{\sigma}^{0}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)\right| \\
& \quad \leq c_{17} E^{1+\delta}+(3 / 2) c_{13} E^{\delta} \int_{\mathbb{B}^{M}((, 0), \sigma)}\left(|D u|^{2}+|D h|^{2}\right) d \mathcal{L}^{M}
\end{aligned}
$$

where we set $c_{17}=c_{13}\left(2 c_{2} c_{10}+M \Omega_{M}\right)$, as we may since $E<1$.
Next, noting that we have $\operatorname{Lip} u \leq 1$ and $\operatorname{Lip} h \leq 1$, we apply Proposition 9.3.6 to conclude that

$$
|D u|^{2}+|D h|^{2} \leq 4\left(\left|\stackrel{\rightharpoonup}{S}-\mathbf{e}^{M}\right|^{2}+\left|\stackrel{\rightharpoonup}{T_{\sigma}^{0}}-\mathbf{e}^{M}\right|^{2}\right)
$$

Assume now that the function $\vec{T}_{\sigma}^{0}$ has been extended (as has $\vec{S}$ ) to all of $\mathrm{C}(0, \sigma)$ by defining $\vec{T}_{\sigma}^{0}(X)=\vec{T}_{\sigma}^{0}[\mathbf{p}(X), h(\mathbf{p}(X))]$ at points where the righthand side is defined and $\vec{T}_{\sigma}^{0}(X)=\mathbf{e}^{M}$ otherwise. Using also the fact that the measure $\left\|T_{\sigma}\right\|$ is larger than the measure $\mathcal{L}^{M}$, we obtain

$$
\begin{aligned}
& \left|\left(T_{\sigma}^{0}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)\right| \\
& \quad \leq c_{17} E^{1+\delta}+c_{16} E^{\delta} \int\left(\left|\stackrel{\rightharpoonup}{S}-\mathbf{e}^{M}\right|^{2}+\left|\stackrel{\rightharpoonup}{T_{\sigma}^{0}}-\mathbf{e}^{M}\right|^{2}\right) d\left\|T_{\sigma}\right\|
\end{aligned}
$$

with $c_{16}=4 \cdot(3 / 2) c_{13}$.
Since

$$
\left|\stackrel{\rightharpoonup}{S}-\mathbf{e}^{M}\right|^{2} \leq\left(|\stackrel{\rightharpoonup}{S}-\stackrel{\rightharpoonup}{T}|+\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|\right)^{2} \leq 2\left(|\stackrel{\rightharpoonup}{S}-\stackrel{\rightharpoonup}{T}|^{2}+\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|^{2}\right)
$$

we deduce that

$$
\begin{aligned}
& \left|\left(T_{\sigma}^{0}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)\right| \\
& \quad \leq c_{17} E^{1+\delta}
\end{aligned}
$$

$$
\begin{align*}
& +c_{16} E^{\delta} \int\left(2|\vec{S}-\vec{T}|^{2}+2\left|\vec{T}-\mathbf{e}^{M}\right|^{2}+\left|\overrightarrow{T_{\sigma}^{0}}-\mathbf{e}^{M}\right|^{2}\right) d\left\|T_{\sigma}\right\| \\
= & c_{17} E^{1+\delta}+2 c_{16} E^{\delta} \int|\vec{S}-\vec{T}|^{2} d\left\|T_{\sigma}\right\| \\
& +2 c_{16} E^{\delta} \int\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\| \\
& +c_{16} E^{\delta} \int\left|\overrightarrow{T_{\sigma}^{0}}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\| \\
\leq & c_{17} E^{1+\delta}+2 c_{16} E^{\delta} \int|\vec{S}-\vec{T}|^{2} d\left\|T_{\sigma}\right\| \\
& +4 c_{16} E^{\delta} \cdot E+c_{16} E^{\delta} \int\left|\overrightarrow{T_{\sigma}^{0}}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\| . \tag{9.111}
\end{align*}
$$

We note that

$$
\begin{aligned}
& \int\left|\overrightarrow{T_{\sigma}^{0}}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\| \\
& \leq \int\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\|+\int| | \overrightarrow{T_{\sigma}^{0}}-\left.\mathbf{e}^{M}\right|^{2}-\left|\vec{T}-\mathbf{e}^{M}\right|^{2} \mid d\left\|T_{\sigma}\right\| \\
& \leq 2 E+\int| | \overrightarrow{T_{\sigma}^{0}}-\left.\mathbf{e}^{M}\right|^{2}-\left|\vec{T}-\mathbf{e}^{M}\right|^{2} \mid d\left\|T_{\sigma}\right\| \\
& \leq 2 E+2 \int\left|\left(\overrightarrow{T_{\sigma}^{0}}-\vec{T}\right) \cdot \mathbf{e}^{M}\right| d\left\|T_{\sigma}\right\| \\
& \leq 2 E+2 \int\left|\overrightarrow{T_{\sigma}^{0}}-\vec{T}\right| d\left\|T_{\sigma}\right\| .
\end{aligned}
$$

By (9.25), we have

$$
\left\|T_{\sigma}^{0}-T_{\sigma}\right\| \mathrm{C}(0, \sigma) \leq c_{4} E
$$

so

$$
\int\left|\overrightarrow{T_{\sigma}^{0}}-\vec{T}\right| d\left\|T_{\sigma}\right\| \leq c_{4} E
$$

and we conclude that

$$
\begin{equation*}
\int\left|\stackrel{\rightharpoonup}{T}_{\sigma}^{0}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\| \leq 2\left(1+c_{4}\right) E . \tag{9.112}
\end{equation*}
$$

Combining (9.103), (9.111), and (9.112), we obtain the estimate

$$
\begin{aligned}
& \left|\left(T_{\sigma}-S\right)\left(D A(\stackrel{\rightharpoonup}{S})-D A\left(\mathbf{e}^{M}\right)\right)\right| \\
& \quad \leq c_{15} E^{1+\delta}+2 c_{16} E^{\delta} \int|\stackrel{\rightharpoonup}{S}-\stackrel{\rightharpoonup}{T}|^{2} d\left\|T_{\sigma}\right\|
\end{aligned}
$$

with

$$
c_{15}=c_{4} \cdot 2 c_{13}+c_{17}+4 c_{16}+c_{16} \cdot 2\left(1+c_{4}\right) .
$$

Thus the claim has been proved.
Combining the estimates. Combining (9.97) and (9.100), we obtain the estimate

$$
\left(1 / 2-2 c_{16} E^{\delta}\right) \int|\vec{S}-\vec{T}|^{2} d\left\|T_{\sigma}\right\| \leq 2 c_{12} E^{1+\delta}+c_{15} E^{1+\delta} .
$$

So we have

$$
\begin{equation*}
\int|\stackrel{\rightharpoonup}{S}-\vec{T}|^{2} d\left\|T_{\sigma}\right\| \leq c_{18} E^{1+\delta} \tag{9.113}
\end{equation*}
$$

where $c_{18}=4\left(2 c_{12}+c_{15}\right)$, provided that

$$
\begin{equation*}
c_{16} E^{\delta} \leq 1 / 8 \tag{9.114}
\end{equation*}
$$

holds.
Considering candidates for $\theta$. Consider an arbitrary $0<\theta<\sigma / 4$. We have

$$
\begin{aligned}
& \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}(0)|^{2} d\|T\| \\
& \quad \leq 2 \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}|^{2} d\|T\|+2 \int_{\mathrm{C}(0,2 \theta)}|\vec{S}-\vec{S}(0)|^{2} d\|T\| \\
& \quad \leq 2 \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}|^{2} d\|T\|+2\left(\sup _{\mathrm{C}(0,2 \theta)}|\vec{S}-\vec{S}(0)|^{2}\right) \cdot\|T\| \mathrm{C}(0,2 \theta)
\end{aligned}
$$

Now

$$
\|T\| \mathrm{C}(0,2 \theta)-\Omega_{M}(2 \theta)^{M}=\frac{1}{2} \int_{\mathrm{C}(0,2 \theta)}\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \leq E
$$

(see (9.16)), so that

$$
\begin{equation*}
\|T\| \mathrm{C}(0,2 \theta) \leq \Omega_{M}(2 \theta)^{M}+E \leq\left(1+\Omega_{M} 2^{M}\right) \theta^{M} \tag{9.115}
\end{equation*}
$$

provided that

$$
\begin{equation*}
E \leq \theta^{M} \tag{9.116}
\end{equation*}
$$

holds. Successively applying (9.42), (9.89), and Proposition 9.3.6, we see that

$$
\begin{align*}
\sup _{\mathrm{C}(0,2 \theta)}|\vec{S}-\vec{S}(0)|^{2} & \leq \sup _{\mathrm{C}(0,2 \theta)}|D u-D u(0)|^{2} \\
& \leq c_{14} \theta^{2} \int_{\mathbb{B}^{M}(0, \sigma)}|D u|^{2} d \mathcal{L}^{M} \\
& \leq 4 c_{14} \theta^{2} \int\left|\vec{S}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\| \tag{9.117}
\end{align*}
$$

Using (9.115) and (9.117), we then deduce, subject to (9.116), that

$$
\begin{align*}
& \frac{1}{2} \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}(0)|^{2} d\|T\| \\
& \leq \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}|^{2} d\|T\| \\
& \quad+c_{19} \theta^{M+2} \int\left|\vec{S}-\mathbf{e}^{M}\right|^{2} d\left\|T_{\sigma}\right\| \\
& \leq \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}|^{2} d\|T\| \\
& \quad+2 c_{19} \theta^{M+2} \int\left(|\vec{S}-\vec{T}|^{2}+\left|\vec{T}-\mathbf{e}^{M}\right|^{2}\right) d\left\|T_{\sigma}\right\| \\
& \quad \leq\left(1+2 c_{19}\right) \int|\vec{T}-\vec{S}|^{2} d\left\|T_{\sigma}\right\|+4 c_{19} \theta^{M+2} E \tag{9.118}
\end{align*}
$$

where $c_{19}=4 c_{14} \cdot\left(1+\Omega_{M} 2^{M}\right)$. Combining (9.118) and (9.113), we deduce that

$$
\frac{1}{2} \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}(0)|^{2} d\|T\| \leq\left(1+2 c_{19}\right) \cdot 2 c_{18} E^{1+\delta}+4 c_{19} \theta^{M+2} E
$$

so

$$
\begin{equation*}
\frac{1}{2} \theta^{-M} \int_{\mathrm{C}(0,2 \theta)}|\stackrel{\rightharpoonup}{T}-\stackrel{\rightharpoonup}{S}(0)|^{2} d\|T\| \leq\left(1+4 c_{19}\right) \theta^{2} E \tag{9.119}
\end{equation*}
$$

holds, provided that

$$
\begin{equation*}
c_{16} E^{\delta} \leq 1 / 8, \quad E \leq \theta^{M}, \quad\left(1+2 c_{19}\right) c_{18} E^{\delta} \leq \theta^{2} \tag{9.120}
\end{equation*}
$$

Note that (9.120) includes conditions (9.114) and (9.116).
Bounding the slope of the harmonic function at 0 . By definition we have

$$
\begin{equation*}
\frac{1}{2} \theta^{-M} \int_{\mathrm{C}(0,2 \theta)}\left|\stackrel{\rightharpoonup}{T}-\mathbf{e}^{M}\right|^{2} d\|T\| \leq \theta^{-M} E . \tag{9.121}
\end{equation*}
$$

Using $\Omega_{M}(2 \theta)^{M} \leq\|T\|[\mathrm{C}(0,2 \theta)]$, we can estimate

$$
\begin{aligned}
\mid \vec{S}(0)- & \left.\mathbf{e}^{M}\right|^{2} \\
= & \frac{1}{\|T\| \mathrm{C}(0,2 \theta)} \int_{\mathrm{C}(0,2 \theta)}\left|\vec{S}(0)-\mathbf{e}^{M}\right|^{2} d\|T\| \\
\leq & \frac{1}{\Omega_{M}(2 \theta)^{M}} \int_{\mathrm{C}(0,2 \theta)}\left|\vec{S}(0)-\mathbf{e}^{M}\right|^{2} d\|T\| \\
\leq & \frac{2}{\Omega_{M}(2 \theta)^{M}} \int_{\mathrm{C}(0,2 \theta)}\left(|\vec{S}(0)-\vec{T}|^{2}+\left|\vec{T}-\mathbf{e}^{M}\right|^{2}\right) d\|T\| \\
\leq & \frac{1}{\Omega_{M} 2^{M-2}} \frac{1}{2} \theta^{-M} \int_{\mathrm{C}(0,2 \theta)}|\vec{S}(0)-\vec{T}|^{2} d\|T\| \\
& \quad+\frac{1}{\Omega_{M} 2^{M-2}} \frac{1}{2} \theta^{-M} \int_{\mathrm{C}(0,2 \theta)}\left|\vec{T}-\mathbf{e}^{M}\right|^{2} d\|T\|
\end{aligned}
$$

By (9.119) and (9.121), we have

$$
\begin{equation*}
\left|\stackrel{\rightharpoonup}{S}(0)-\mathbf{e}^{M}\right|^{2} \leq c_{20} \theta^{-M} E \tag{9.122}
\end{equation*}
$$

provided that (9.120) holds, where we may set $c_{20}=2^{3-M} \Omega_{M}^{-1}\left(1+2 c_{19}\right)$.
Defining the isometry. It is easy to see that there exists a constant $c_{21}$ such that (9.122) implies the existence of a linear isometry $\mathbf{j}$ of $\mathbb{R}^{M+1}$ with

$$
\begin{equation*}
\left\langle\wedge_{M} \mathbf{j}, \vec{S}(0)\right\rangle=\mathbf{e}^{M} \quad \text { and } \quad\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\|^{2} \leq c_{21} \theta^{-M} E \tag{9.123}
\end{equation*}
$$

One way to construct such a $\mathbf{j}$ is to set $v_{i}=\left\langle D u(0), \mathbf{e}_{i}\right\rangle$ for $i=1,2 \ldots, M$. Then apply the Gram-Schmidt orthogonalization procedure to the set

$$
\left\{v_{1}, v_{2}, \ldots, v_{M}, \mathbf{e}_{M+1}\right\}
$$

to obtain the orthonormal basis $\left\{w_{1}, w_{2}, \ldots, w_{M+1}\right\}$. Finally let $\mathbf{j}$ be the inverse of the isometry represented by the matrix having the vectors $w_{i}$ as its columns.

Recall that $T_{0}=T \mathrm{LC}(0,1 / 2)$. By (H1) (see page 283), we have spt $\partial T \subseteq$ $\mathbb{R}^{M+1} \backslash \mathrm{C}(0,1)$. So we see that

$$
\operatorname{dist}\left(\operatorname{spt} \partial T_{0}, C(0,1 / 4)\right)=1 / 4
$$

By Lemma 9.2.1 and the assumption that $0 \in \operatorname{spt} T$, we have

$$
\begin{equation*}
\sup _{X \in \mathrm{C}(0,1 / 2) \cap \operatorname{spt} T}|\mathbf{q}(X)| \leq c_{4} E^{1 /(2 M)} \tag{9.124}
\end{equation*}
$$

so $\operatorname{spt} \partial T_{0} \subseteq \overline{\mathbb{B}}\left(0,1 / 2+c_{4} E^{1 /(2 M)}\right)$. By (9.123), we have

$$
|x-\mathbf{j}(x)| \leq\left(c_{21} \theta^{-M} E\right)^{1 / 2} \cdot\left(1 / 2+c_{4} E^{1 /(2 M)}\right)
$$

for $x \in \operatorname{spt} \partial T_{0}$. Thus if

$$
\begin{equation*}
\left(c_{21} \theta^{-M} E\right)^{1 / 2} \cdot\left(1 / 2+c_{4} E^{1 /(2 M)}\right)<1 / 4 \tag{9.125}
\end{equation*}
$$

holds, then we have

$$
\operatorname{spt} \partial \mathbf{j}_{\#} T_{0} \subseteq \mathbb{R}^{N} \backslash \mathrm{C}(0,1 / 4)
$$

A similar argument shows that if

$$
\begin{equation*}
\left(c_{21} \theta^{-M} E\right)^{1 / 2} \cdot\left(\theta+c_{4} E^{1 /(2 M)}\right)<\theta \tag{9.126}
\end{equation*}
$$

holds, then we have

$$
\operatorname{spt} T_{0} \cap \mathbf{j}^{-1} \mathrm{C}(0, \theta) \subseteq \mathrm{C}(0,2 \theta)
$$

Selecting $\theta$ and $\epsilon_{*}$ to complete the proof of the lemma. If we satisfy the conditions (9.120), (9.125), and (9.126), then we obtain the estimates
(9.119), (9.123), and (9.124). Those estimates are

$$
\begin{array}{r}
\frac{1}{2} \theta^{-M} \int_{\mathrm{C}(0,2 \theta)}|\vec{T}-\vec{S}(0)|^{2} d\|T\| \\
\stackrel{(9.119)}{\leq}\left(1+4 c_{19}\right) \theta^{2} E, \\
\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\|^{2} \stackrel{(9.123)}{\leq} c_{21} \theta^{-M} E, \\
\sup _{X \in \mathrm{C}(0,1 / 2) \mathrm{nspt} T}|\mathbf{q}(X)| \stackrel{(9.124)}{\leq} c_{4} E^{1 /(2 M)} .
\end{array}
$$

We must make our choices of $\theta$ and $\epsilon_{*}$ so that the estimates (9.119), (9.123), and (9.124) will imply that (9.73), (9.74), and (9.75) hold. Finally, we need to meet the conditions (9.72) in the statement of the lemma and the condition (9.76) that allowed the use of Lemmas 9.2 .1 and 9.2.2. Thus a full set of conditions that, if satisfied, complete the proof of the lemma is the following:

$$
\begin{align*}
\theta & \stackrel{(9.72)}{<} 1 / 8,  \tag{9.127}\\
\epsilon_{*} & \stackrel{(9.72)}{\leq}(\theta / 4)^{2 M}, \\
\epsilon_{*} & \stackrel{(9.76)}{<} \epsilon_{0}, \\
c_{16} E^{\delta} & \stackrel{(9.120)}{\leq} 1 / 8, \\
E & \stackrel{(9.120)}{\leq} \theta^{M}, \\
\left(c_{21} \theta^{-M} E\right)^{1 / 2} \cdot\left(1 / 2+c_{4} E^{1 /(2 M)}\right) & \stackrel{(9.125)}{<} 1 / 4, \\
\left(c_{21} \theta^{-M} E\right)^{1 / 2} \cdot\left(\theta+c_{4} E^{1 /(2 M)}\right) & \stackrel{(9.126)}{<} \theta, \\
c_{4} E^{1 /(2 M)} & \stackrel{(9.73)}{\leq} 1 / 8, \\
c_{21} \theta^{-M} E & \stackrel{(9.74)}{\leq} \theta^{-2 M} E, \\
\theta^{-2 M} E & \stackrel{(9.74)}{\leq} 1 / 64, \tag{9.128}
\end{align*}
$$

$$
\begin{equation*}
\left(1+4 c_{19}\right) \theta^{2} E \stackrel{(9.75)}{\leq} \theta E \tag{9.129}
\end{equation*}
$$

We first choose and fix $0<\theta$ so that (9.127), (9.128), and (9.129) hold. This choice is clearly independent of the value of $E$ and the choice of $\epsilon_{*}$. Then we select $0<\epsilon_{*}$ so that, assuming that $E<\epsilon_{*}$ holds, the remaining conditions are satisfied.

### 9.6 The Regularity Theorem

The next theorem gives us a flexible tool that we can use in proving regularity; the proof of the theorem is based on iteratively applying Lemma 9.5.1.

Theorem 9.6.1 Let $\theta$ and $\epsilon_{*}$ be as in Lemma 9.5.1. There exist constants $c_{22}$ and $c_{23}$, depending only on $M$, with the following property:

If $0 \in \operatorname{spt} T$, if $T_{0}=T \mathrm{~L}(0, \rho / 2)$, and if the hypotheses (H1-H5) (see page 283) hold with

$$
y=0, \quad \epsilon=\epsilon_{*},
$$

then

$$
\begin{equation*}
E(T, 0, r) \leq c_{22} E(T, 0, \rho), \quad \text { for } \quad 0<r \leq \rho, \tag{9.130}
\end{equation*}
$$

and there exists a linear isometry $\mathbf{j}$ of $\mathbb{R}^{M+1}$ such that

$$
\begin{align*}
\operatorname{spt} \partial \mathbf{j}_{\#} T_{0} \cap \mathrm{C}(0, \rho / 4) & =\emptyset \\
\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\| & \leq 4 \theta^{-2 M} E(T, 0, \rho) \leq 4^{-2}  \tag{9.131}\\
E\left(\mathbf{j}_{\#} T_{0}, 0, r\right) & \leq c_{23} \cdot \frac{r}{\rho} \cdot E(T, 0, \rho), \quad \text { for } 0<r \leq \rho / 4 \tag{9.132}
\end{align*}
$$

Proof. Set $\mathbf{j}_{0}=\mathbf{I}_{\mathbb{R}^{M+1}}$. We will show inductively that, for $q=1,2, \ldots$, there are linear isometries $\mathbf{j}_{q}$ of $\mathbb{R}^{M+1}$ so that, writing

$$
T_{q}=\mathbf{j}_{q \#} T_{0},
$$

we have

$$
\begin{align*}
\sup _{X \in \operatorname{spt} T_{q-1} \cap \mathrm{C}\left(0, \theta^{q-1} \rho / 4\right)}|\mathbf{q}(X)| & \leq \theta^{q-1} \rho / 2 \text { for } q \geq 2  \tag{9.133}\\
E\left(T_{q}, 0, \theta^{q} \rho\right) & \leq \theta E\left(T_{q-1}, 0, \theta^{q-1} \rho\right) \text { for } q \geq 2 \tag{9.134}
\end{align*}
$$

$$
\begin{align*}
\left\|\mathbf{j}_{q}-\mathbf{j}_{q-1}\right\| & \leq \theta^{-M} \theta^{(q-1) / 2} E(T, 0, \rho)^{1 / 2}  \tag{9.135}\\
E\left(T_{q}, 0, \theta^{q} \rho\right) & \leq \theta^{q} E(T, 0, \rho) \tag{9.136}
\end{align*}
$$

Note that, for $q=2,3, \ldots$, (9.136) follows from (9.134) and from the instance of (9.136) in which $q$ is replaced by $q-1$. Thus we will need only verify (9.136) for the specific value $q=1$.
Start of induction on $\boldsymbol{q}$ to prove (9.133)-(9.136). For $q=1$, conditions (9.133) and (9.134) are vacuous, so we need only verify (9.135) and (9.136). Let $\mathbf{j}_{1}$ be the isometry whose existence is guaranteed by Lemma 9.5.1. Then the inequality (9.74) gives us (9.135) and the inequality (9.75) gives us (9.136).

Induction step. Now suppose that (9.133-9.136) hold for $q$. We apply Lemma 9.5 .1 to $T_{q}$ with $\rho$ replaced by $\theta^{q} \rho$. We may do so because $T_{q}=\mathbf{j}_{q \#} T_{0}$ is mass-minimizing. Inequality (9.73) of Lemma 9.5 .1 gives us (9.133) with $q$ replaced by $q+1$.

The isometry $\mathbf{j}$ whose existence is guaranteed by Lemma 9.5.1 satisfies

$$
\begin{align*}
\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\| & \leq \theta^{M} E\left(T_{q}, 0, \theta^{q} \rho\right)^{1 / 2}  \tag{9.137}\\
E\left(\mathbf{j}_{\#}\left(T_{q} \mathrm{LC}\left(0, \theta^{q} \rho / 2\right)\right), 0, \theta^{q+1} \rho\right) & \leq \theta E\left(T_{q}, 0, \theta^{q} \rho\right) \tag{9.138}
\end{align*}
$$

By (9.136) and (9.137), we have

$$
\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\| \leq \theta^{-M} \theta^{q / 2} E(T, 0, \rho)^{1 / 2}
$$

Setting $\mathbf{j}_{q+1}=\mathbf{j} \circ \mathbf{j}_{q}$, we obtain

$$
\left\|\mathbf{j}_{q+1}-\mathbf{j}_{q}\right\|=\left\|\left(\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right) \circ \mathbf{j}_{q}\right\|=\left\|\mathbf{j}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\| \leq \theta^{-M} \theta^{q / 2} E(T, 0, \rho)^{1 / 2}
$$

which gives us (9.135) with $q$ replaced by $q+1$.
Since

$$
\mathbf{j}_{\#}\left(T_{q} \mathbf{L} \mathrm{C}\left(0, \theta^{q} \rho / 2\right)\right)\left\llcorner\mathrm{C}\left(0, \theta^{q+1} \rho\right)=\left(\mathbf{j}_{\#} T_{q}\right)\left\llcorner\mathrm{C}\left(0, \theta^{q+1} \rho\right),\right.\right.
$$

we have
$E\left(T_{q+1}, 0, \theta^{q+1} \rho\right)=E\left(\mathbf{j}_{\#}\left(T_{q} \mathrm{LC}\left(0, \theta^{q} \rho / 2\right)\right), 0, \theta^{q+1} \rho\right) \leq \theta E\left(T_{q}, 0, \theta^{q} \rho\right)$,
which gives us (9.134) with $q$ replaced by $q+1$. The induction step has been completed.

Next we show that $\mathbf{j}_{q}$ has a well-defined limit as $q \rightarrow \infty$. For $Q>q \geq 0$, we estimate

$$
\begin{aligned}
\left\|\mathbf{j}_{Q}-\mathbf{j}_{q}\right\| & \leq \sum_{s=q}^{Q+1}\left\|\mathbf{j}_{s+1}-\mathbf{j}_{s}\right\| \leq \theta^{-M} \sum_{s=q}^{\infty} \theta^{s / 2} E\left(T_{0}, 0, \rho\right)^{1 / 2} \\
& =\theta^{(q / 2)-M} E\left(T_{0}, 0, \rho\right)^{1 / 2} \cdot \frac{1}{1-\sqrt{\theta}} \leq 2 \theta^{(q / 2)-M} E\left(T_{0}, 0, \rho\right)^{1 / 2}
\end{aligned}
$$

Thus the $\mathbf{j}_{q}$ form a Cauchy sequence in the mapping-norm topology. We set

$$
\mathbf{j}=\lim _{q \rightarrow \infty} \mathbf{j}_{q}
$$

and conclude that

$$
\begin{equation*}
\left\|\mathbf{j}-\mathbf{j}_{q}\right\|^{2} \leq 4 \theta^{q-2 M} E\left(T_{0}, 0, \rho\right) \leq 1 / 16 \tag{9.139}
\end{equation*}
$$

holds for $0 \leq q$.
Recall Corollary 9.1 .7 which tells us how the excess is affected by an isometry. Using (9.139) together with (9.133), (9.135), and (9.136), we see that, with an appropriate choice of $c_{24}$,

$$
\begin{equation*}
E\left(\mathbf{j}_{\#} T_{0}, 0, \theta^{q} \rho\right) \leq c_{24} \theta^{q} E\left(T_{0}, 0, \rho\right) \tag{9.140}
\end{equation*}
$$

holds for each $q \geq 1$. Using (9.140) together with (9.73) and (9.139) with $q=0$, we see that, with an appropriate choice of $c_{25}$,

$$
E\left(\mathbf{j}_{\#} T_{0}, 0, r\right) \leq c_{25}(r / \rho) E\left(T_{0}, 0, \rho\right)
$$

holds for $0<r<\rho / 4$, proving (9.132). Finally, we see that (9.130) follows from (9.73), (9.132), (9.133), and (9.139), again with $q=0$.

We are now ready to state and prove the regularity theorem.
Theorem 9.6.2 (Regularity) There exist constants

$$
0<\epsilon_{1}, \quad 0<c_{26}<\infty
$$

depending only on $M$, with the following property:
If the hypotheses (H1-H5) (see page 283) hold with

$$
\epsilon=\epsilon_{1}
$$

then $\operatorname{spt} T \cap \mathrm{C}(y, \rho / 4)=\operatorname{graph} u$, for a $C^{1}$ function. Moreover $u$ satisfies the following Hölder condition with exponent $1 / 2$ :

$$
\begin{align*}
& \sup _{\mathbb{B}^{M}(y, \rho / 4)}\|D u\|+\rho^{1 / 2} \sup _{x, z \in \mathbb{B}^{M}(y, \rho / 4), x \neq z}|x-z|^{-1 / 2}\|D u(x)-D u(z)\| \\
& \quad \leq c_{26}(E(T, y, \rho))^{1 / 2} . \tag{9.141}
\end{align*}
$$

## Remark 9.6.3

(1) Once (9.141) is established, the higher regularity theory applies to show that $u$ is in fact real analytic. The treatise [Mor 66] is the standard reference for the higher regularity theory including the results for systems of equations needed when surfaces of higher codimension are considered.
(2) By the constancy theorem, the regularity theorem implies immediately that $T\left\llcorner\mathrm{C}(y, \rho / 4)=G_{\#}\left(\mathbf{E}^{M}\left\llcorner\mathbb{B}^{M}(y, \rho / 4)\right)\right.\right.$, where $G$ is the mapping $x \longmapsto(x, u(x))$.

Proof. We set

$$
\epsilon_{1}=\min \left\{\theta^{2 M} \epsilon_{*}, 2^{-M} c_{6}^{-2 M} c_{22}^{-1}\right\}
$$

where $\theta$ and $\epsilon_{*}$ are as in Lemma 9.5.1, $c_{22}$ is as in (9.130) in Theorem 9.6.1, and $c_{6}$ is as in (9.33) in the proof of Lemma 9.2.2.

In (9.72) in the statement of Lemma 9.5.1, we required that $0<\theta<1 / 8$ and that $0<\epsilon_{*}<(\theta / 4)^{2 M}$. Thus we have $\epsilon_{1}<\epsilon_{*} / 2^{M}$, so $E(T, y, \rho)<\epsilon_{1}$ implies that $E(T, z, \rho / 2)<\epsilon_{*}$ for each $z \in \mathbb{B}^{M}(y, \rho / 2)$. Therefore, after translating the origin and replacing $\rho$ by $\rho / 2$, we can apply Theorem 9.6.1 to conclude that

$$
\begin{align*}
E(T, z, r) & \leq c_{22} E(T, z, \rho / 2) \\
& \leq 2^{M} c_{22} E(T, y, \rho) \tag{9.142}
\end{align*}
$$

holds for $0<r \leq \rho / 2$ and $z \in \mathbb{B}^{M}(y, \rho / 2)$. Theorem 9.6.1 also tells us that

$$
\begin{align*}
E\left(\mathbf{j}_{z \#} T_{z}, z, r\right) & \leq c_{23} \cdot \frac{r}{\rho / 2} \cdot E(T, z, \rho / 2) \\
& \leq 2^{M+1} c_{23} E(T, y, \rho) \tag{9.143}
\end{align*}
$$

holds for $0<r \leq \rho / 8$, where $T_{z}=T \mathrm{LC}(y, \rho / 4)$. It also says that $\mathbf{j}_{z}$ is an isometry of $\mathbb{R}^{M+1}$ with $\operatorname{spt} \partial \mathbf{j}_{z \#} T_{z} \cap \mathrm{C}(z, \rho / 8)=\emptyset, \mathbf{j}_{z}(z, w)=(z, w)$ for some point $(z, w) \in \operatorname{spt} T$, and

$$
\begin{equation*}
\left\|D \mathbf{j}_{z}-\mathbf{I}_{\mathbb{R}^{M+1}}\right\| \leq 4 \theta^{-2 M} E(T, z, \rho / 2) \leq 4^{-2} \tag{9.144}
\end{equation*}
$$

In (9.76) of the proof of Lemma 9.5 .1 we required that $\epsilon_{*}<\epsilon_{0}$, where $\epsilon_{0}$ is as in Lemma 9.2.1. Thus we also have $\epsilon_{1}<\epsilon_{0}$. Now we look in detail at the construction in the proof of Lemma 9.2.2 with $\gamma=1$. In particular, when the choice

$$
\eta=c_{6}^{-2 M}
$$

is made in (9.35), we guarantee that $\eta=c_{6}^{-2 M}$ is strictly less than $\epsilon_{0}$. Since $\epsilon_{1} \leq 2^{-M} c_{6}^{-2 M}$ holds, (9.142) implies that

$$
E(T, z, r) \leq c_{6}^{-2 M}=\eta
$$

holds for $0<r \leq \rho / 2$ and $z \in \mathbb{B}^{M}(y, \rho / 2)$. Thus the set $A$ defined in (9.29) contains all of $\mathbb{B}^{M}(y, \rho / 2)$. We conclude that there exists a Lipschitz function $g: \mathbb{B}^{M}(y, \rho / 4) \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
\operatorname{Lip} g & \leq 1  \tag{9.145}\\
T \mathrm{LC}(y, \rho / 4) & =G_{\#}\left(\mathbf{E}^{M}\left\llcorner\mathbb{B}^{M}(y, \rho / 4)\right)\right. \tag{9.146}
\end{align*}
$$

with $G: \mathbb{B}^{M}(y, \rho / 4) \rightarrow \mathrm{C}(y, \rho / 4)$ defined by $G(x)=(x, g(x))$.
If $L_{z}: \mathbb{R}^{M} \rightarrow \mathbb{R}$ denotes the linear map whose graph is mapped to $\mathbb{R}^{M} \times\{0\}$ by $D \mathbf{j}_{z}$, then estimates (9.143), (9.144), (9.145) and equation (9.146) imply that

$$
\begin{equation*}
r^{-M} \int_{\mathbb{B}^{M}(z, r)}\left\|D g-L_{z}\right\|^{2} d \mathcal{L}^{M} \leq c_{27}(r / \rho) E(T, y, \rho) \tag{9.147}
\end{equation*}
$$

holds for $0<r \leq \rho / 8$ and $z \in \mathbb{B}^{M}(y, \rho / 4)$, where $c_{27}$ is an appropriate constant.

We will apply (9.147) with $z_{1}, z_{2} \in \mathbb{B}^{M}(y, \rho / 4)$ and with $r=\left|z_{1}-z_{2}\right|<$ $\rho / 8$. Setting $z_{*}=\left(z_{1}+z_{2}\right) / 2$ and $B=\mathbb{B}^{M}\left(z_{1}, r\right) \bigcap \mathbb{B}^{M}\left(z_{2}, r\right)$, we estimate

$$
\begin{aligned}
\Omega_{M}(r / 2)^{M}\left\|L_{z_{1}}-L_{z_{2}}\right\|^{2} & \leq \int_{B}\left\|L_{z_{1}}-L_{z_{2}}\right\|^{2} d \mathcal{L}^{M} \\
& \leq 2 \int_{B}\left(\left\|D L_{z_{1}}-D g\right\|^{2}+\left\|D g-L_{z_{2}}\right\|^{2}\right) d \mathcal{L}^{M}
\end{aligned}
$$

$$
\begin{aligned}
\leq & 2 \int_{\mathbb{B}^{M}\left(z_{1}, r\right)}\left\|D L_{z_{1}}-D g\right\|^{2} d \mathcal{L}^{M} \\
& +2 \int_{\mathbb{B}^{M}\left(z_{2}, r\right)}\left\|D g-L_{z_{2}}\right\|^{2} d \mathcal{L}^{M} \\
\leq & 2 r^{M} c_{27}(r / \rho) E(T, y, \rho)
\end{aligned}
$$

Thus we have

$$
\left\|L_{z_{1}}-L_{z_{2}}\right\|^{2} \leq 2^{M+1} \Omega_{M}^{-1} c_{27}\left(\left|z_{1}-z_{2}\right| / \rho\right) E(T, y, \rho)
$$

Since (9.147) also implies that

$$
D g(z)=L_{z}
$$

holds for $\mathcal{L}^{M}$-almost all $z \in \mathbb{B}^{M}(y, \rho / 4)$, we conclude that

$$
\begin{equation*}
\left\|D g\left(z_{1}\right)-D g\left(z_{2}\right)\right\| \leq c_{28}\left(\left|z_{1}-z_{2}\right| / \rho\right)^{1 / 2} E(T, y, \rho)^{1 / 2} \tag{9.148}
\end{equation*}
$$

holds for $\mathcal{L}^{M}$-almost all $z_{1}, z_{2} \in \mathbb{B}^{M}(y, \rho / 4)$, where we set

$$
c_{28}=2^{(M+1) / 2} \Omega_{M}^{-1 / 2} c_{27}^{1 / 2} .
$$

Since $g$ is Lipschitz, we conclude that $g$ is $C^{1}$ in $\mathbb{B}^{M}(y, \rho / 4)$, that (9.148) holds for all $z_{1}, z_{2} \in \mathbb{B}^{M}(y, \rho / 4)$, and that (9.141) follows from (9.144) and (9.148) when we set $u=g$.

### 9.7 Epilogue

In our exposition of the regularity results, we made the simplifying assumptions that the current being studied was of codimension one and that it minimized the integral of the area integrand. Relaxing these assumptions introduces notational and technical complexity and requires deeper results to obtain bounds for solutions of the appropriate partial differential equation or system of partial differential equations. Nonetheless the proof of the regularity theorem goes through - as Schoen and Simon showed.

What is affected fundamentally by relaxing the assumptions is the applicability of the regularity theorem and the further results that can be proved.

It is the hypothesis (H3) which causes the most difficulty in applying Theorem 9.6.2.

Because we have limited our attention to the codimension one case, we have Theorem 7.5.5 available to decompose a mass-minimizing current into a sum of mass-minimizing currents each of which is the boundary of the current associated with a set of locally finite perimeter. Thus we have proved following theorem.

Theorem 9.7.1 If $T$ is a mass-minimizing, integer-multiplicity current of dimension $M$ in $\mathbb{R}^{M+1}$, then, for $\mathcal{H}^{M}$-almost every $a \in \operatorname{spt} T \backslash \operatorname{spt} \partial T$, there is $r>0$ such that $\mathbb{B}(a, r) \bigcap \operatorname{spt} T$ is the graph of a $C^{1}$ function.

The more general form of the regularity theorem in [SS 82] extends Theorem 9.7.1 to currents minimizing the integral of smooth elliptic integrands and, in higher codimensions, yields a set of regular points that is dense, though not necessarily of full measure.

Suppose that $T$ is an $M$-dimensional, integer-multiplicity current in $\mathbb{R}^{N}$, and suppose that $T$ minimizes the integral of a smooth $M$-dimensional elliptic integrand $F$. Let us denote the set of regular points of the current $T$ by $\operatorname{reg} T$ and the set of singular points of $T$ by $\operatorname{sing} T$. More precisely, reg $T$ consists of those points $a \in \operatorname{spt} T \backslash \operatorname{spt} \partial T$ for which there exists $r>0$ such that $\mathbb{B}(a, r) \bigcap \operatorname{spt} T$ is the graph of a $C^{1}$ function, and $\operatorname{sing} T=\operatorname{spt} T \backslash$ $(\operatorname{spt} \partial T \cup \operatorname{reg} T)$. The following table summarizes what is known about reg $T$ and $\operatorname{sing} T$ (and gives a reference for each result). In the table, $A$ denotes the $M$-dimensional area integrand.

|  | $\boldsymbol{F}=\boldsymbol{A}$ | $\boldsymbol{F} \neq \boldsymbol{A}$ |
| :---: | :---: | :---: |
| $\boldsymbol{N}-\boldsymbol{M}=\mathbf{1}$ | $\operatorname{dim}_{\mathcal{H}}(\operatorname{sing} T) \leq M-7$ | $\mathcal{H}^{M-2}(\operatorname{sing} T)=0$ |
|  | $[$ Fed 70$]$ | $[$ SSA 77] |
| $\boldsymbol{N}-\boldsymbol{M} \geq \mathbf{2}$ | $\operatorname{dim}_{\mathcal{H}}(\operatorname{sing} T) \leq M-2$ | $\operatorname{reg} T$ is dense in spt $T \backslash \operatorname{spt} \partial T$ |
|  | $[$ Alm 00$]$ | $[$ Alm 68] |

## Interior regularity of minimizing currents.

One can also consider the question of what happens near points of $\operatorname{spt} \partial T$, that is, boundary regularity as opposed to the interior regularity considered
above. The earliest results in the context of geometric measure theory is are in William K. Allard's work [All 68], [All 75]. Allard's work focuses on the area integrand. Robert M. Hardt considered more general integrands in [Har 77]. For area-minimizing hypersurfaces, the definitive result is that of Hardt and Simon [HS 79] which tells us that if $\partial T$ is associated with a $C^{2}$ submanifold, then, near every point of $\operatorname{spt} \partial T, \operatorname{spt} T$ is a $C^{1}$ embedded submanifold-with-boundary.

Regularity theory is not a finished subject. The finer structure of the singular set is usually not known (2-dimensional area-minimizing currents are an important exception - see [Cha 88]), so understanding the singular set remains a challenge. Also, techniques created to answer questions about surfaces that minimize integrals of elliptic integrands have found applicability in other areas: for instance to systems of partial differential equations (e.g., [Eva 86]), mean curvature flows (e.g., [Whe 05]), and harmonic maps (e.g., [Whe 97]). The future will surely see more progress.

## Appendix

## A. 1 Transfinite Induction

We provide a sketch of transfinite induction over the smallest uncountable ordinal. Since we only use transfinite induction for the specific purpose of constructing the Borel sets, we have kept the discussion here minimal. The reader interested in a more complete discussion should see [Hal 74; Sections 17-19].

Definition A.1.1 A relation $<$ on a set $\mathcal{Z}$ is a well ordering if
(1) for $x, y \in \mathcal{Z}$ exactly one of $x<y, y<x$, and $x=y$ holds,
(2) for $x, y, z \in \mathcal{Z}, x<y$ and $y<z$ imply $x<z$,
(3) if $A \subseteq \mathcal{Z}$ is non-empty, then there exists $a \in A$ such that $a<x$ holds for all $x \in A$ with $x \neq a$; in this case, we call $a$ the least element of $A$ and write $a=\min A$.

Recall the well ordering principle (see for instance [Fol 84] or [Roy 88]).
Theorem A.1.2 (Well Ordering Principle) Every set can be well ordered.

Now choose any uncountable set $\mathcal{Z}$, and let it be well ordered by the relation $<$. Every non-empty set has a least element. In particular, the entire well ordered set will have a least element: Let 1 denote that least element of $\mathcal{Z}$, so $1=\min \mathcal{Z}$. Now that 1 has been defined, we can write $2=$ $\min (\mathcal{Z} \backslash\{1\})$. Of course, this process can be continued by using induction over the positive integers. Below we will describe induction over an ordered set of cardinality strictly larger than the cardinality of the integers.

The set of predecessors of $\alpha \in \mathcal{Z}$ is $\{\beta: \beta<\alpha\}$. Let $\omega_{1}$ be the least element of $\mathcal{Z}$ for which the set of predecessors is uncountable; that is,

$$
\omega_{1}=\min \{x \in \mathcal{Z}:\{z: z<x\} \text { is uncountable }\}
$$

By Definition A.1.1(3), we have

$$
\begin{equation*}
\{z: z<x\} \text { is uncountable. } \tag{A.149}
\end{equation*}
$$

The next lemma describes induction over $\omega_{1}$. This is an example of transfinite induction.

Lemma A.1.3 (Transfinite Induction over $\left.\boldsymbol{\omega}_{\mathbf{1}}\right)$ Suppose $\mathbf{P}(\alpha)$ is a statement that is either true or false depending on the choice of the parameter $\alpha<\omega_{1}$. If
(1) $\mathbf{P}(1)$ is true and
(2) for $\alpha<\omega_{1}, \mathbf{P}(\alpha)$ is true whenever $\mathbf{P}(\beta)$ is true for all $\beta<\alpha$,
then $\mathbf{P}(\alpha)$ is true for all $\alpha<\omega_{1}$.
Proof. If $A=\left\{\alpha: \alpha<\omega_{1}, \mathbf{P}(\alpha)\right.$ is false $\}$ were non-empty, then $\widetilde{\alpha}=$ $\min A$ would exist. Note that by (1), $\widetilde{\alpha}$ cannot equal 1 . Then by (2), $\widetilde{\alpha}$ cannot be any other element of $\left\{z \in \mathcal{Z}: z<\omega_{1}\right\}$, and we have reached a contradiction.

The next lemma tells us that we cannot traverse $\omega_{1}$ in countably many steps. Thus there is an essential difference between induction over the positive integers and induction over $\omega_{1}$. In the construction of the Borel sets, this lemma allows us to conclude that induction over $\omega_{1}$ is sufficient to construct all the Borel sets; that is, no new sets would be constructed if we continued the inductive construction beyond $\omega_{1}$.

Lemma A.1.4 If $\alpha_{1}, \alpha_{2}, \ldots$ is a sequence in $\mathcal{Z}$ and if $\alpha_{i}<\omega_{1}$ holds for each $i=1,2, \ldots$, then there is $\alpha^{*}$ with $\alpha^{*}<\omega_{1}$ and $\alpha_{i}<\alpha^{*}$ for all $i$.

Proof. Since $\alpha_{i}<\omega_{1}$, the set of predecessors of $\alpha_{i}$ is countable. Thus the set

$$
A=\left\{\alpha_{i}: i=1,2, \ldots\right\} \cup \bigcup_{i=1}^{\infty}\left\{x \in \mathcal{Z}: x<\alpha_{i}\right\}
$$

is a countable union of countable sets and, hence, is countable.

By (A.149), there exists

$$
\alpha^{*} \in\left\{z: z<\omega_{1}\right\} \backslash A .
$$

For each $i, \alpha^{*}$ is unequal to $\alpha_{i}$ and is not a predecessor of $\alpha_{i}$, so $\alpha_{i}<\alpha^{*}$ must hold. Thus $\alpha^{*}$ is as required.

## A. 2 Dual Spaces

Throughout this section we let $V$ be a vector space over the real numbers.
Definition A.2.1 The dual space of $V$, denoted $V^{*}$, is the set of real-valued linear functions on $V$ together with the operations of scalar multiplication and vector addition defined, for $\alpha \in \mathbb{R}$ and $\xi, \eta \in V^{*}$, by setting

$$
\begin{aligned}
(\alpha \xi)(v) & =\alpha(\xi(v)), & & \text { for } v \in V, \\
(\xi+\eta)(v) & =(\xi(v))+(\eta(v)), & & \text { for } v \in V .
\end{aligned}
$$

With these operations, $V^{*}$ forms a vector space in its own right.
Remark A.2.2 The elements of the dual space $V^{*}$ are sometimes called functionals, providing a briefer way to say "real-valued linear functions." Elements of $V^{*}$ are also called dual vectors or covectors.

Notation A.2.3 Because of the way the vector space operations are defined in $V^{*}$, the expression

$$
\xi(v),
$$

where $\xi \in V^{*}, v \in V$, is linear in both $\xi$ and $v$. The symmetry of this situation is better emphasized by writing

$$
\langle\xi, v\rangle=\xi(\eta) .
$$

The bilinear function $\langle\xi, v\rangle$ is called the dual pairing.
Example A.2.4 When $\mathbb{R}^{N}$ is viewed as a vector space, its elements are typically represented by column vectors:

$$
x=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{N}
\end{array}\right) .
$$

Elements of the dual space $\left(\mathbb{R}^{N}\right)^{*}$ are represented by row vectors:

$$
\xi=\left(\begin{array}{llll}
\xi_{1} & \xi_{2} & \ldots & \xi_{N}
\end{array}\right)
$$

With these notational conventions the dual pairing is expressed as

$$
\langle\xi, x\rangle=\left(\begin{array}{llll}
\xi_{1} & \xi_{2} & \ldots & \xi_{N}
\end{array}\right)\left(\begin{array}{c}
x_{1}  \tag{A.150}\\
x_{2} \\
\vdots \\
x_{N}
\end{array}\right)
$$

where the operation on the right-hand side of (A.150) is ordinary matrix multiplication. Equation (A.150) justifies our convention of writing the element of the dual space on the left in the dual pairing. This convention is not followed universally as some authors put the dual space element on the right.

Definition A.2.5 Suppose a basis for $V$ has been selected:

$$
\mathcal{B}=\left\{b_{a}\right\}_{a \in A}
$$

where $A$ is some index set. For each $b_{a}$ we define $b_{a}^{*} \in V^{*}$ by setting

$$
\left\langle b_{a}^{*}, b_{a^{\prime}}\right\rangle= \begin{cases}1, & \text { if } a^{\prime}=a \\ 0, & \text { if } a^{\prime} \neq a\end{cases}
$$

for basis elements $b_{a^{\prime}}$ and extending by linearity to all of $V$. The mapping

$$
b_{a} \longmapsto b_{a}^{*}
$$

can in turn be extended from $\mathcal{B}$ to all of $V$ by linearity, thus defining a mapping $i_{\mathcal{B}}: V \rightarrow V^{*}$.

Remark A.2.6 We will see in Corollary A.2.9 that, when $V$ is finite dimensional, the set of $\left\{b_{a}^{*}\right\}_{a \in A}$ forms a basis for $V^{*}$ called the "dual basis."

Lemma A.2.7 The map $i_{\mathcal{B}}: V \rightarrow V^{*}$ is one-to-one.

Proof. Suppose $i_{\mathcal{B}}(v)=0$. Write $v=\sum_{j=1}^{n} \alpha_{j} b_{a_{j}}$ as we may since $\mathcal{B}$ is a basis for $V$. By linearity

$$
i_{\mathcal{B}}(v)=\sum_{j=1}^{n} \alpha_{j} i_{\mathcal{B}}\left(b_{a_{j}}\right)
$$

holds, so, for any $j_{0} \in\{1,2, \ldots, n\}$, we have

$$
\begin{aligned}
0 & =\left\langle i_{\mathcal{B}}(v), b_{a_{j_{0}}}\right\rangle \\
& =\sum_{j=1}^{n} \alpha_{j}\left\langle b_{a_{j}}^{*}, b_{a_{j_{0}}}\right\rangle \\
& =\alpha_{j_{0}} .
\end{aligned}
$$

Thus we have $\alpha_{1}=\alpha_{2}=\ldots=\alpha_{n}=0$ and consequently $v=0$.

Lemma A.2.8 The map $i_{\mathcal{B}}: V \rightarrow V^{*}$ is an isomorphism if and only if $V$ is finite dimensional.

Proof. By Lemma A.2.7, we need to show that $i_{\mathcal{B}}$ is surjective if and only if $V$ is finite dimensional.

First suppose $V$ is infinite dimensional. We define $X \in V^{*}$ by setting

$$
\left\langle X, \sum_{j=1}^{n} \alpha_{j} b_{a_{j}}\right\rangle=\sum_{j=1}^{n} \alpha_{j}
$$

We cannot express $X$ as a finite linear combination of the functionals $b_{a}^{*}$, so $X$ is not in the range of $i_{\mathcal{B}}$ (one can write $X$ formally as an infinite linear combination of $b_{a}^{*}$, namely as $X=\sum_{a \in \mathcal{B}} b_{a}^{*}$, because whenever $X$ is evaluated on $v \in V$ only finitely many of the summands will be non-zero).

Now suppose that $V$ is finite dimensional. We can write

$$
\mathcal{B}=\left\{b_{1}, b_{2}, \ldots, b_{N}\right\} .
$$

Letting $\xi \in V^{*}$ be arbitrary, we see by linearity that

$$
\xi=\sum_{i=1}^{N}\left\langle\xi, b_{i}\right\rangle b_{i}^{*} .
$$

From the proof of Lemma A.2.8 we obtain the following corollary.

Corollary A.2.9 If $V$ is finite dimensional with basis $\mathcal{B}=\left\{b_{1}, b_{2}, \ldots, b_{N}\right\}$, then $\mathcal{B}^{*}=\left\{b_{1}^{*}, b_{2}^{*}, \ldots, b_{N}^{*}\right\}$ is a basis for $V^{*}$ called the dual basis.

Remark A.2.10 As was noted in Section 6.1, for the special case of $\mathbb{R}^{N}$ with coordinates $x_{1}, x_{2}, \ldots, x_{N}$ and standard basis $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{N}$, it is traditional to write $d x_{i}$ to denote the dual of $\mathbf{e}_{i}$; that is,

$$
\begin{equation*}
d x_{i}=\mathbf{e}_{i}^{*}, \quad \text { for } i=1,2, \ldots, N \tag{A.151}
\end{equation*}
$$

The reason for this notation is made clear in Section A.3.

Remark A.2.11 One can consider the dual space of $V^{*}$, denoted $V^{* *}$. It is always possible to imbed $V$ into $V^{* *}$ using the mapping $\mathcal{I}: V \rightarrow V^{* *}$ defined by setting

$$
\langle\mathcal{I}(v), \xi\rangle=\langle\xi, v\rangle
$$

for $v \in V$ and $\xi \in V^{*}$. If $V$ is finite dimensional with basis $\mathcal{B}$ and dual basis $\mathcal{B}^{*}$, then one checks that $\mathcal{I}=i_{\mathcal{B}^{*}} \circ i_{\mathcal{B}}$. Thus by Lemma A.2.8, we see that if $V$ is finite dimensional, then $\mathcal{I}$ is an isomorphism. Because the natural imbedding $\mathcal{I}$ is an isomorphism when $V$ is finite dimensional, it is common in the finite dimensional case to identify $V$ and $V^{* *}$.

## A.2.1 The Dual of an Inner Product Space

In this subsection, we assume that $V$ also has the structure of an inner product space and let the inner product of $x, y \in V$ be denoted by $x \cdot y$. In this case, every element $x \in V$ defines a corresponding element $\xi_{x} \in V^{*}$ by setting

$$
\left\langle\xi_{x}, y\right\rangle=x \cdot y
$$

The mapping $x \longmapsto \xi_{x}$ is one-to-one because $\left\langle\xi_{x}, x\right\rangle=x \cdot x=0$ if and only if $x=0$.

Remark A.2.12 If $V$ has the orthonormal basis $\mathcal{B}$, then the mapping $i_{\mathcal{B}}$ is the same as the mapping $x \longmapsto \xi_{x}$

Lemma A.2.13 If $V$ is a finite dimensional inner product space, then the mapping $x \longmapsto \xi_{x}$ is an isomorphism of $V$ onto $V^{*}$.

Proof. If $V$ is finite dimensional, then $V^{*}$ is also finite dimensional and $\operatorname{dim} V=\operatorname{dim} V^{*}$. Since the mapping $x \longmapsto \xi_{x}$ is one-to-one, its image must have the same dimension as its domain, thus it maps onto $V^{*}$.

Lemma A. 2.13 gives us a natural way to define an inner product on the dual of a finite dimensional inner product space, which we do in the next definition.

Definition A.2.14 If $V$ is a finite dimensional inner product space, then the dual inner product on $V^{*}$ is defined by requiring the mapping $x \longmapsto \xi_{x}$ to be an isometry. Equivalently, if $\mathcal{B}$ is an orthonormal basis for $V$, then we decree $\mathcal{B}^{*}$ to be an orthonormal basis for $V^{*}$.

Remark A.2.15 Even with the extra structure of an inner product on $V$, if $V$ is infinite dimensional, then $V$ and $V^{*}$ are not isomorphic. What is true is that $V$ is isomorphic to the vector space $V^{\prime}$ of continuous linear functionals.

## A. 3 Line Integrals

In a course on vector calculus, a student will learn about line integrals along a curve in Euclidean space, first in $\mathbb{R}^{2}$ and then more generally in $\mathbb{R}^{3}$, or perhaps even in $\mathbb{R}^{N}$. Such an introduction typically will involve two types of line integral, one being the integral with respect to arc length

$$
\int_{C} f d s
$$

and the second being the the integral of a differential form

$$
\int_{C} f d x+g d y+h d z
$$

The vector calculus definition of a line integral is operational:
Definition A.3.1 If the curve $C$ is parametrized by the smooth function $\gamma:[a, b] \rightarrow \mathbb{R}^{N}$, then the integral with respect to arc length of the function $f$ over the curve $C$ is given by

$$
\int_{C} f d s:=\int_{a}^{b} f[\gamma(t)]\left|\gamma^{\prime}(t)\right| d t
$$

If we suppose the component functions of $C$ are $\gamma_{1}, \gamma_{2}, \ldots$, and $\gamma_{N}$, then the integral of the differential form $f_{1} d x_{1}+f_{2} d x_{2}+\cdots+f_{N} d x_{N}$ over the curve $C$ is given by

$$
\begin{equation*}
\int_{C} f_{1} d x_{1}+f_{2} d x_{2}+\cdots+f_{N} d x_{N}:=\int_{a}^{b}\left(\sum_{i=1}^{N} f_{i}[\gamma(t)] \gamma_{i}^{\prime}(t)\right) d t \tag{A.152}
\end{equation*}
$$

The mnemonic for the latter definition is that the component functions could be written

$$
x_{1}(t), x_{2}(t), \ldots, x_{N}(t)
$$

inspiring the mechanical calculations

$$
d x_{1}=x_{1}^{\prime}(t) d t, d x_{2}=x_{2}^{\prime}(t) d t, \ldots, d x_{N}=x_{N}^{\prime}(t) d t
$$

The operational definition of the line integral of a differential form begs the question of what a differential form is. To answer that question, recall that if $\mathbb{R}^{N}$ has coordinates $x_{1}, x_{2}, \ldots, x_{N}$ and has the standard basis $\mathbf{e}_{1}, \mathbf{e}_{2}$, $\ldots, \mathbf{e}_{N}$, then $d x_{1}, d x_{2}, \ldots, d x_{N}$ are are dual to $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{N}$, respectively. So for any fixed point in the domain of $f_{1}, f_{2}, \ldots, f_{N}$,

$$
f_{1} d x_{1}+f_{2} d x_{2}+\cdots+f_{N} d x_{N}
$$

is an element of the dual space of $\mathbb{R}^{N}$. In light of this interpretation of the differential form, the integrand on the right-hand side of (A.152),

$$
\sum_{i=1}^{N} f_{i}[\gamma(t)] \gamma_{i}^{\prime}(t)
$$

is the dual pairing of

$$
f_{1} d x_{1}+f_{2} d x_{2}+\cdots+f_{N} d x_{N}
$$

against the velocity vector of the curve

$$
\gamma_{1}^{\prime}(t) \mathbf{e}_{1}+\gamma_{2}^{\prime}(t) \mathbf{e}_{2}+\cdots+\gamma_{N}^{\prime}(t) \mathbf{e}_{N}
$$

## A.3.1 Exterior Differentiation

The fundamental theorem of calculus tells us that integration and differentiation of functions can be thought of as inverse operations. We might wonder if the line integral is also inverse to some type of differentiation. Indeed, "exterior differentiation" which we define next plays that role.

Definition A.3.2 Suppose $U \subseteq \mathbb{R}^{N}$ is open. If $F: U \rightarrow \mathbb{R}$ is differentiable, then the exterior derivative of $F$, denoted $d F$, is the differential form defined by

$$
\begin{equation*}
d F=\frac{\partial F}{\partial x_{1}} d x_{1}+\frac{\partial F}{\partial x_{2}} d x_{2}+\cdots+\frac{\partial F}{\partial x_{N}} d x_{N} \tag{A.153}
\end{equation*}
$$

Example A.3.3 Fix $i \in\{1,2, \ldots, N\}$. Suppose $F: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is defined by setting

$$
\begin{equation*}
F\left(x_{1}, x_{2}, \ldots, x_{N}\right)=x_{i} \tag{A.154}
\end{equation*}
$$

We compute

$$
\begin{equation*}
d F=d x_{i} \tag{A.155}
\end{equation*}
$$

The function $F$ defined by (A.154) is often denoted $x_{i}$. If we used that notation then (A.155) would be the tautology " $d x_{i}=d x_{i}$ ".

The next theorem shows us that the line integral is indeed the inverse operation to exterior differentiation, justifying the use of the notation " $d F$ ".

Theorem A.3.4 If $U \subseteq \mathbb{R}^{N}$ is open, $F: U \rightarrow \mathbb{R}$ is continuously differentiable, and $C \subseteq U$ is a curve with initial point $p_{0}$ and terminal point $p_{1}$, then

$$
\int_{C} d F=F\left(p_{1}\right)-F\left(p_{0}\right)
$$

Proof. Suppose the curve $C$ is parametrized by the smooth function $\gamma$ : $[a, b] \rightarrow \mathbb{R}^{N}$. Then the initial point of the curve is $p_{0}=\gamma(a)$ and the terminal point of the curve is $p_{1}=\gamma(b)$.

Consider the function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ defined by $\phi(t)=F[\gamma(t)]$. The fundamental theorem of calculus tells us that

$$
\int_{a}^{b} \phi^{\prime}(t) d t=\phi(b)-\phi(a)=F\left(p_{1}\right)-F\left(p_{0}\right) .
$$

On the other hand, the chain-rule and (A.152) tell us that

$$
\int_{a}^{b} \phi^{\prime}(t) d t=\int_{a}^{b}\left(\frac{\partial F}{\partial x_{1}} \gamma_{1}^{\prime}(t)+\frac{\partial F}{\partial x_{2}} \gamma_{2}^{\prime}(t)+\cdots+\frac{\partial F}{\partial x_{N}} \gamma_{N}^{\prime}(t)\right) d t=\int_{C} d F
$$

## A. 4 Pullbacks and Exterior Derivatives

Theorem 6.2.8 tells us that, for differential forms, the operations of pullback and exterior differentiation commute. In this section, we give an alternative proof of that theorem. The proof given here hinges on the fact that that the order of differentiation does not matter in a second derivative of a $C^{2}$ function.

We will need to develop an new expression for the exterior derivative.
Definition A.4.1 Suppose that the differential $m$-form $\phi: U \rightarrow \Lambda^{m}\left(\mathbb{R}^{N}\right)$ is given and is at least $C^{1}$. For any vector $v \in \mathbb{R}^{N}$, the directional derivative of $\phi$ in the direction $v$ is the $m$-form, denoted $D_{v} \phi$, which when applied to the $m$ vectors $v_{1}, v_{2}, \ldots, v_{m} \in \mathbb{R}^{N}$ at the point $p$ is defined by setting

$$
\begin{align*}
& \left\langle\left(D_{v} \phi(p)\right), v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m}\right\rangle \\
& \quad=\lim _{t \rightarrow 0} \frac{\left\langle\phi(p+t v), v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m}\right\rangle-\left\langle\phi(p), v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m}\right\rangle}{t} \tag{A.156}
\end{align*}
$$

To obtain an $(m+1)$-form by differentiating $\phi$, we need to modify the directional derivative so as to make it an alternating function of $m+1$ vectors. The standard way to convert a multilinear function into an alternating, multilinear function is to average the alternating sum over all permutations of the arguments. Since the underlying $m$-form $\phi$ is already alternating in its $m$ arguments, the required alternating sum simplifies to the following:

$$
\begin{equation*}
\frac{1}{m+1} \sum_{i=1}^{m+1}(-1)^{i+1}\left\langle\left(D_{v_{i}} \phi(p)\right), v_{1} \wedge \ldots \wedge v_{i-1} \wedge v_{i+1} \wedge \ldots v_{m+1}\right\rangle \tag{A.157}
\end{equation*}
$$

Expressions such as $v_{1} \wedge \ldots \wedge v_{i-1} \wedge v_{i+1} \wedge \ldots v_{m+1}$ occur with enough frequency that it is useful to have a special notation for them.

Notation A.4.2 Given vectors $v_{1}, v_{2}, \ldots, v_{\ell}$, we set

$$
\begin{align*}
& v_{1} \wedge \ldots \wedge \widehat{v_{j}} \wedge \ldots \wedge v_{\ell}=v_{1} \wedge \ldots \wedge v_{j-1} \wedge v_{j+1} \wedge \ldots v_{\ell}  \tag{A.158}\\
& v_{1} \wedge \ldots \wedge \widehat{v_{i}} \wedge \ldots \wedge \widehat{v_{j}} \wedge \ldots \wedge v_{\ell} \\
& \quad=v_{1} \wedge \ldots \wedge v_{i-1} \wedge v_{i+1} \wedge \ldots \wedge v_{j-1} \wedge v_{j+1} \wedge \ldots v_{\ell} \tag{A.159}
\end{align*}
$$

Using the preceding notation, we can easily see that the next proposition is true (we just need to check it for basis vectors).

Proposition A.4.3 Suppose that the differential m-form $\phi: U \rightarrow \Lambda^{m}\left(\mathbb{R}^{N}\right)$ is given and is at least $C^{1}$. Then, for any set of $m+1$ vectors $v_{1}, v_{2}, \ldots, v_{m+1} \in$ $\mathbb{R}^{N}$, we have

$$
\begin{align*}
& \left\langle d \phi(p), v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m} \wedge v_{m+1}\right\rangle \\
& \quad=\frac{1}{m+1} \sum_{i=1}^{m+1}(-1)^{i+1}\left\langle\left(D_{v_{i}} \phi(p)\right), v_{1} \wedge \ldots \wedge \widehat{v_{i}} \wedge \ldots \wedge v_{m+1}\right\rangle \tag{A.160}
\end{align*}
$$

Theorem A.4.4 Suppose that $U \subseteq \mathbb{R}^{N}$ is open and $F: U \rightarrow \mathbb{R}^{M}$ is at least $C^{2}$. Fix a point $p \in U$. If the differential $m$-form $\phi$ is defined and at least $C^{1}$ in a neighborhood of $F(p)$, then $d F^{\#} \phi=F^{\#} d \phi$ holds at $p$.

Proof. Fix vectors $u, v_{1}, v_{2}, \ldots, v_{m} \in \mathbb{R}^{N}$. We do a preliminary calculation of the directional derivative in the direction $u$ of $\phi^{\#} F$ applied to the $m$-vector $v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m}$. Writing $w=D_{u} F$, we obtain

$$
\begin{aligned}
&\left\langle D_{u}\left(F^{\#} \phi\right), v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m}\right\rangle \\
&= \lim _{t \rightarrow 0} \frac{\left\langle\left(F^{\#} \phi\right)(p+t u), v_{1} \wedge \ldots \wedge v_{m}\right\rangle-\left\langle\left(F^{\#} \phi\right)(p), v_{1} \wedge \ldots \wedge v_{m}\right\rangle}{t} \\
&= \lim _{t \rightarrow 0}\left[\left\langle\phi \circ F(p+t u), D_{v_{1}} F(p+t u) \wedge \ldots \wedge D_{v_{m}} F(p+t u)\right\rangle\right. \\
&\left.\quad-\left\langle\phi \circ F(p), D_{v_{1}} F(p) \wedge \ldots \wedge D_{v_{m}} F(p)\right\rangle\right] / t \\
&=\left\langle D_{w} \phi[F(p)], D_{v_{1}} F \wedge D_{v_{2}} F \wedge \ldots \wedge D_{v_{m}} F\right\rangle \\
&+\left\langle\phi \circ F, D_{u} D_{v_{1}} F \wedge D_{v_{2}} F \wedge \ldots \wedge D_{v_{m}} F\right\rangle \\
&+\left\langle\phi \circ F, D_{v_{1}} F \wedge D_{u} D_{v_{2}} F \wedge \ldots \wedge D_{v_{m}} F\right\rangle \\
&+\cdots+\left\langle\phi \circ F, D_{v_{1}} F \wedge D_{v_{2}} F \wedge \ldots \wedge D_{u} D_{v_{m}} F\right\rangle .
\end{aligned}
$$

Now fix vectors $v_{1}, v_{2}, \ldots, v_{m+1} \in \mathbb{R}^{N}$. Writing $w_{i}=D_{v_{i}} F$, we see that

$$
\begin{aligned}
& (m+1)\left\langle d F^{\#} \phi, v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m+1}\right\rangle \\
& =\sum_{i=1}^{m+1}(-1)^{i+1}\left\langle D_{v_{i}}\left(F^{\#} \phi\right), v_{1} \wedge \ldots \wedge \widehat{v_{i}} \wedge \ldots \wedge v_{m+1}\right\rangle \\
& =\sum_{i=1}^{m+1}(-1)^{i+1}\left\langle D_{w_{i}} \phi[F(p)], D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
+ & \sum_{i=1}^{m+1}(-1)^{i+1}\left(\sum_{j=1}^{i-1}\left\langle\phi \circ F, D_{v_{1}} F \wedge \ldots \wedge D_{v_{i}} D_{v_{j}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle\right. \\
& \left.+\sum_{j=i+1}^{m+1}\left\langle\phi \circ F, D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge D_{v_{i}} D_{v_{j}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle\right)
\end{aligned}
$$

By Proposition A.4.3, we have

$$
\begin{aligned}
\sum_{i=1}^{m+1} & (-1)^{i+1}\left\langle D_{w_{i}} \phi[F(p)], D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{i}} F} \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle \\
& =(m+1)\left\langle d \phi[F(p)], D_{v_{1}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle \\
& =(m+1)\left\langle F^{\#} d \phi, v_{1} \wedge v_{2} \wedge \ldots \wedge v_{m+1}\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=1}^{m+1}(-1)^{i+1}\left(\sum_{j=1}^{i-1}\left\langle\phi \circ F, D_{v_{1}} F \wedge \ldots \wedge D_{v_{i}} D_{v_{j}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle\right. \\
& \left.+\sum_{j=i+1}^{m+1}\left\langle\phi \circ F, D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge D_{v_{i}} D_{v_{j}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle\right) \\
& =\sum_{i=1}^{m+1} \sum_{j=1}^{i-1}(-1)^{i+j}\langle\phi \circ F, \\
& \left.D_{v_{i}} D_{v_{j}} F \wedge D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{j}}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle \\
& +\sum_{i=1}^{m+1} \sum_{j=i+1}^{m+1}(-1)^{i+j-1}\langle\phi \circ F, \\
& \left.D_{v_{j}} D_{v_{i}} F \wedge D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge \widehat{D_{v_{j}}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle \\
& =\sum_{1 \leq j<i \leq m+1}^{m+1}(-1)^{i+j}\langle\phi \circ F \text {, } \\
& \left.D_{v_{i}} D_{v_{j}} F \wedge D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{j}}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle \\
& +\sum_{1 \leq i<j \leq m+1}^{m+1}(-1)^{i+j-1}\langle\phi \circ F \text {, } \\
& \left.D_{v_{j}} D_{v_{i}} F \wedge D_{v_{1}} F \wedge \ldots \wedge \widehat{D_{v_{i}}} F \wedge \ldots \wedge \widehat{D_{v_{j}}} F \wedge \ldots \wedge D_{v_{m+1}} F\right\rangle \\
& =0 \text {, }
\end{aligned}
$$

where the last equality follows from the fact that $D_{v_{j}} D_{v_{i}} F=D_{v_{i}} D_{v_{j}} F$, that is, from the fact that the order of differentiation can be interchanged.
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