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1 Introduction

Let $M$ be a smooth manifold, $\mathcal{G}$ a geometric structure on $M$, and $G$ a Lie group that acts on $M$ so as to leave $\mathcal{G}$ invariant. In other words, $G$ is a group of isometries of $(M, \mathcal{G})$. The subject of these lectures will be the general interplay between the dynamics of the $G$-action on $M$ and the geometry of $(M, \mathcal{G})$, as well as how these relate to the topology of $M$. The case of a semisimple $G$ will be of particular interest to us.

Even with the constraint that $G$ be semisimple, the objective stated above will certainly seem too general and vague. There are, however, some interesting and effective ideas that apply to a large class of geometric structures and actions. The main results that will be discussed here are due to M. Gromov, and are introduced and further explored in his paper [10]. The techniques that relate more directly to the dynamics of semisimple Lie groups, in the way that is used here, are due to R. Zimmer. Put together, their ideas form somewhat of a coherent framework, and it is the main point of these lectures to give an introduction to this Gromov-Zimmer machine, and to illustrate its use with a small number of representative results.

This is not meant to be a survey of the area. The main theorem of the notes is Gromov’s theorem 4.1, although some of the ingredients used in its proof will be of independent interest. Many more related results can be found by going to the main sources of the lectures: [23], [10], [5], [22], and the references cited in them.
The first section (section 2) deals with the basic language and facts about geometric structures and their isometries. Sections 3 and 4 introduce the notion of a rigid structure and states a fundamental result of Gromov’s relating infinitesimal and local isometries, whose proof is provided in detail in section 5. The relationship between dynamics and geometry is the main theme of section 6. The results given there are mostly due to Zimmer. Finally, section 7 brings the fundamental group of the manifold into the picture by showing that nontrivial actions of semisimple Lie groups by isometries of rigid unimodular analytic structures can only be supported by manifolds with “large” fundamental groups.

Some background material concerning dynamical systems, algebraic group actions, and semisimple Lie groups is provided in the appendices. The text [6] can also serve as a useful introduction to part of the subject of the present notes.

2 Geometric structures

We introduce here a general definition of geometric structure on manifolds and illustrate it with a number of examples. The material presented here is, for the most part, either standard (see, for example, [14]) or comes from [10], or both. It will be assumed that the reader has some familiarity with the language of principal bundles and jets, although no deep facts concerning them will be used here. A good reference for that subject is [16]. We introduce in the next paragraph some notation and first definitions on jets.

Let \( M \) and \( N \) be smooth manifolds and let \( f, g \) be smooth maps from some neighborhood of a point \( x \in M \) into \( N \). We say that \( f \) and \( g \) represent the same \( r \)-jet at \( x \) if \( f(x) = g(x) = y \) and with respect to some choice of smooth coordinates near \( x \) and \( y \), all partial derivatives of \( f \) and \( g \) up to order \( r \) agree. More precisely, let \( t^i, 1 \leq i \leq \dim M \), be smooth coordinates near \( x \), let \( u^j, 1 \leq j \leq \dim N \), be smooth coordinates near \( y \), and represent by \( D_i \) the partial derivative with respect to \( t_i \). Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be a vector of nonnegative integers and define \( D^\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n} \). Then \( f \) and \( g \) represent the same \( r \)-jet at \( x \) if for each \( i \) and \( \alpha \) such that \( |\alpha| := \alpha_1 + \cdots + \alpha_n \leq r \)

\[
D^\alpha(u^i \circ f)_x = D^\alpha(u^i \circ g)_x.
\]

This defines an equivalence relation on \( C^r \) local maps, which we denote by

\[ f \overset{r}{\sim} x g. \]
The equivalence relation does not depend on the choice of coordinates. The equivalence class represented by \( f \) is called the \( r \)-jet of \( f \) at \( x \) and is denoted \( j^r_x f \). The \( r \)-jets of local \( C^r \) maps comprise the \( r \)-jet space \( J^r(M,N) \). This is a smooth manifold. Smooth local coordinates can be set on \( J^r(M,N) \) as follows:

\[
u^i_\alpha(j^r_x f) := D^\alpha(u^i \circ f)_x.
\]

The \( r \)-jet of a smooth vector field is also defined, by regarding the vector field as a map (section) from \( M \) into \( TM \).

A (smooth) parametrization of an open subset \( U \subset M \) is a (smooth) diffeomorphism from an open subset of \( \mathbb{R}^n \) onto \( U \). We say that \( \varphi : U_0 \to U \) is a parametrization at \( x \) if \( 0 \in U_0 \), \( x \in U \) and \( \varphi(0) = x \).

A frame of order \( r \) at \( x \in M \) is the \( r \)-jet at \( x \) of a smooth parametrization at \( x \). A frame of order 1 at \( x \) is naturally identified with a linear isomorphism from \( \mathbb{R}^n \) onto the tangent space \( T_x M \). In the general case, the equivalence class represented by a parametrization \( \varphi \) will be denoted \( (j^r \varphi)_0 \) – the \( r \)-th jet of \( \varphi \) at 0.

The collection of all frames over points of \( M \) forms in a natural way a smooth manifold, which will be called the \( r \)-th order frame bundle of \( M \) and will be denoted \( F^r(M) \). This is indeed a locally trivial fiber bundle over \( M \) and the bundle map \( \pi : F^r(M) \to M \) is the obvious base point projection, which to each \( (j^r \varphi)_0 \) associates \( \varphi(0) \).

Having fixed a frame \( \xi = (j^r \varphi)_0 \) at \( x \), any other frame of order \( r \) at the same point is given by \( \xi g \), where \( g = (j^r f)_0 \) is the \( r \)-jet of a diffeomorphism \( f \) from a neighborhood of 0 into another neighborhood of 0 such that \( f(0) = 0 \). By definition,

\[
\xi g := j^r(\varphi \circ f)_0.
\]

The collection of all \( r \)-jets at 0 of local diffeomorphisms of \( \mathbb{R}^n \) fixing 0 forms a Lie group, denoted here \( G^r = G^r(n,\mathbb{R}) \). Notice that \( G^1 \) is the general linear group \( GL(n,\mathbb{R}) \). It can be shown that \( G^r \) is in a natural way a linear real algebraic group. (\( G^r \) can be regarded as a subgroup of \( GL(V^{r-1}) \) of all invertible linear transformation of the vector space of \( r-1 \) jets at 0 of smooth vector fields on \( \mathbb{R}^n \).)

The map \( F^r(M) \times G^r \to F^r(M) \) given by \( (\xi,g) \mapsto \xi g \) is a smooth group action that sends each fiber of \( F^r(M) \) onto itself. It is clear, furthermore, that the action is transitive on each fiber. With this action, \( F^r(M) \) becomes a principal bundle. A smooth parametrization of an open subset \( U \subset M \) can be used to trivialize \( F^r(M) \) above \( U \), making \( \pi^{-1}(U) \subset F^r(M) \) isomorphic to the trivial bundle \( U \times G^r \).
We are now ready to give the definition of a geometric structure on $M$. Let $V$ be a space (with further structure to be specified later) equipped with a (left) action of $G^r$. A geometric structure on $M$ of order $r$ and type $V$ is a map $G : F^r(M) \to V$ that satisfies the $G^r$-equivariance property:

$$G(\xi g) = g^{-1}G(\xi).$$

When $V$ is a smooth manifold, we say that the geometric structure is smooth (resp. $C^r$, real analytic, continuous, measurable, etc.) if the equivariant map $G$ is smooth (resp. $C^r$, real analytic, continuous, measurable).

A geometric structure (of any degree of regularity) is an $A$-structure or a structure of algebraic type if $V$ is a smooth real algebraic variety and the left action of $G^r$ on $V$ is also algebraic. As will be seen in the examples below, geometric structures ordinarily considered in differential geometry are $A$-structures.

We give next a collection of examples. In each case, $M$ is a manifold of dimension $n$ and $F(M) = F^1(M)$.

0. Structures of order 0. By convention, $F^0(M) = M$ and $G^0$ is the trivial group. Then, a structure of order 0 and type $V$ is simply a map $G : M \to V$.

1. $L$-structures. Let $L$ be a closed subgroup of $G^r$ and $P \subset F^r(M)$ a subset such that the restriction of $\pi^r$ to $P$ is a principal $L$-bundle. Each $\xi \in F^r(M)$ is naturally associated to a coset in $G^r/L$ so that $P$ defines a $G^r$-equivariant map $G : F^r(M) \to V$, where $V = G^r/L$. We say that $G$ is an $L$-structure of order $r$. Conversely, if $G : F^r(M) \to G^r/L$ is an equivariant map, it is easily seen to produce an $L$-reduction of $F^r(M)$, i.e., a principal subbundle $P \subset F^r(M)$ with group $L$ such that the right $L$-action on $P$ is the restriction of the $G^r$-action on $F^r(M)$. In fact, $P = G^{-1}(L)$, where $L$ represents here the identity coset in $G^r/L$. The reader will notice that most of the examples given next are $L$-structures.

2. Complete parallelism. This is defined by the assignment of a linear frame (linear isomorphism) $\sigma(x) : \mathbb{R}^n \to T_xM$ to each $x \in M$ — in other words: a section of $F(M)$. Alternatively, complete parallelism can be defined by a $GL(n, \mathbb{R})$-equivariant map $G : F(M) \to GL(n, \mathbb{R})$, where $GL(n, \mathbb{R})$ acts on $V = GL(n, \mathbb{R})$ by left-multiplication. The relationship between $G$ and $\sigma$ is that

$$\xi = \sigma(x)A \Leftrightarrow G(\xi) = A^{-1}.$$ 

A complete parallelism on $M$ is an $L$-structure of order 1, where $L$ is the trivial group.
More generally, a complete parallelism of $F^r(M)$ defines a geometric structure of order $r + 1$. Here $V = GL(N, \mathbb{R})$, where $N$ is the dimension of $F^r(M)$ and the map $\mathcal{G} : F^{r+1}(M) \to V$ is defined as follows. For each $\xi \in F^{r+1}(M)$, set $\xi = \pi_{r+1}^r(\xi) \in F^r(M)$; notice that $\xi$ gives rise to a linear subspace of $T_{\bar{\xi}} F^r(M)$ transverse to the fiber of $F^r(M) \to M$ at $\bar{\xi}$, which we denote $L(\xi)$. The linear isomorphism $d\pi_{r+1}^r : L(\xi) \to T_{\bar{\xi}} F^r(M)$ defines on $L(\xi)$ a frame given by $d\pi_{r+1}^r \circ \pi_{r+1}(\xi)$. On the other hand, the tangent space of the fiber of $F^r(M)$ at $\xi$ is naturally isomorphic to the Lie algebra of $G^r$, due to the principal action of $G^r$ on $F^r(M)$. Therefore, we obtain in a canonical way a frame of $T_{\pi_{r+1}(\xi)} F^r(M)$. The desired $G^r(\xi)$ is now the change of basis matrix between the two frames: the one just constructed and the one given by a parallelism of $F^r(M)$.

3. Volume-form. By a volume form we mean a (smooth, $C^r$, continuous, measurable, etc.) assignment of a non-vanishing $n$-form on each $T_x M$. It can be given by an equivariant map $\mathcal{G} : F(M) \to V$ where $V$ denotes the space of non-zero alternating $n$-forms on $\mathbb{R}^n$. Let $\mu_0$ be the $n$-form

$$\mu_0(u_1, \ldots, u_n) = \det(u_{ij})$$

where $u_{ij}$ are the entries of the matrix whose columns are the vectors $u_1, \ldots, u_n \in \mathbb{R}^n$. The general linear group acts transitively on $V$ and the isotropy subgroup of $\mu_0$ is $SL(n, \mathbb{R})$. An $SL(n, \mathbb{R})$-reduction of $F(M)$ determines a volume form on $M$, and the equivariant map $\mathcal{G}$ defined by $\nu$ is given as follows: to each $\xi \in F(M)_x$, $\mathcal{G}(\xi)$ is the $n$-form on $\mathbb{R}^n$ given by

$$\nu(x)(\xi_1, \ldots, \xi_n).$$

4. Pseudo-Riemannian metric. Here, $V$ is the space of nondegenerate symmetric bilinear forms on $\mathbb{R}^n$ of signature $s$. The (transitive) action of $GL(n, \mathbb{R})$ corresponds to left-multiplication on $GL(n, \mathbb{R})/O(p, n - p)$, where $s = 2p - n$ is the signature and $O(p, n - p)$ is the isotropy subgroup of

$$\beta_0(u, u) := u_1^2 + \cdots + u_p^2 - u_{p+1}^2 - \cdots - u_n^2.$$ (We are identifying here a transitive $G$-space and the corresponding homogeneous space.) The action of $GL(n, \mathbb{R})$ on $V$ can be written as

$$gB = B(g^{-1} \cdot, g^{-1}).$$

The map $\mathcal{G} : F(M) \to V$ corresponds to the assignment of a symmetric bilinear form $\langle \cdot, \cdot \rangle_x$ on each tangent space $T_x M$ by the relation

$$\langle v, w \rangle_x = \mathcal{G}(\xi)(\xi^{-1} v, \xi^{-1} w)$$
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where \( \xi \) is any element in the fiber above \( x \). \( GL(n, \mathbb{R}) \)-equivariance of \( \mathcal{G} \), which translates to the property \( \mathcal{G}(\xi g)(\cdot, \cdot) = \mathcal{G}(\xi)(g\cdot, g\cdot) \), implies that \( \langle \cdot, \cdot \rangle_x \) does not depend on the choice of \( \xi \).

If instead of \( O(p, n - p) \) we use the group \( CO(p, n - p) \) that leaves \( \beta_0 \) invariant up to scalar, we obtain the definition of a conformal pseudo-Riemannian structure.

5. Tensor fields. Let \( \rho \) be a linear representation of \( GL(n, \mathbb{R}) \) on \( W \), \( \rho : GL(n, \mathbb{R}) \to GL(W) \). A tensor field of type \( W \) may be defined by a \( GL(n, \mathbb{R}) \)-equivariant map \( \mathcal{G} : F(M) \to W \), where equivariance in this case is defined by

\[
\mathcal{G}(\xi A) = \rho(A)^{-1} \mathcal{G}(\xi)
\]

for all \( A \in GL(n, \mathbb{R}) \) and \( \xi \in F(M) \). For example, when

\[
W = (\bigotimes^n \mathbb{R}^n)^r \otimes (\bigotimes^s \mathbb{R}^n)
\]

and \( \rho \) is the representation obtained from the standard representation of \( GL(n, \mathbb{R}) \) on \( \mathbb{R}^n \), the map \( \mathcal{G} \) is equivalent to having a section of the vector bundle \( T^{(r,s)}M \) of tensors of type \( (r, s) \). A section of \( T^{(r,s)}M \) is called a tensor field of type \( (r, s) \). Notice that a vector field is a section of \( T^{(0,1)}M \) and an \( n \)-form is a section of \( T^{(n,0)}M \).

Tensor fields are not necessarily \( L \)-structures. For example, a field of endomorphisms, that is, a tensor field of type \( (1, 1) \), is an \( L \)-structure exactly when it has the same Jordan normal form, \( J \in GL(n, \mathbb{R}) \), at every point of \( M \), in which case \( L \) is the centralizer of \( J \) in \( GL(n, \mathbb{R}) \).

6. Subbundles of \( TM \). Viewing \( \mathbb{R}^m \) as the subspace of \( \mathbb{R}^n \) of vectors with the last \( n - m \) components equal to 0, we let \( GL(n, m, \mathbb{R}) \) denote the subgroup of \( GL(n, \mathbb{R}) \) consisting of invertible matrices that map \( \mathbb{R}^m \) into itself. The group \( GL(n, m, \mathbb{R}) \) is the isotropy subgroup of \( \mathbb{R}^m \) for the transitive action of \( GL(n, \mathbb{R}) \) on the Grassmannian variety \( V \) of \( m \)-dimensional subspaces of \( \mathbb{R}^n \). A smooth \( GL(n, m, \mathbb{R}) \)-reduction of \( F(M) \) corresponds to a smooth field \( x \mapsto D(x) \) of \( m \)-dimensional subspaces \( D(x) \) of \( T_x M \). The equivariant map \( \mathcal{G} \) associated to \( D \) sends each \( \xi \in F(M) \) to the subspace \( \xi^{-1}D(x) \subset \mathbb{R}^n \), \( x = p(\xi) \).

Before considering some examples of second order structures, we need to understand a little better the group \( G^2 \). The second order jet of a local diffeomorphism \( \varphi : \mathbb{R}^n \to \mathbb{R}^n \) fixing the origin of \( \mathbb{R}^n \) is completely specified by a pair \( (A, \alpha) \) such that \( A \in GL(n, \mathbb{R}) \) and \( \alpha \in N^2 := S^2(\mathbb{R}^n)^* \otimes \mathbb{R}^n \) is an \( \mathbb{R}^n \)-valued symmetric bilinear form. Indeed, we can think of \( (A, \alpha) \) as the Taylor polynomial of \( \varphi \) of order 2. (More precisely, the second degree \( \mathbb{R}^n \)-valued polynomial approximating \( \varphi \) is \( Ax + \alpha(x, x) \).) If \( \varphi \) and \( \psi \) have Taylor
polynomials \((A, \alpha)\) and \((B, \beta)\), respectively, then the composition \(\varphi \circ \psi\) has Taylor polynomial \((AB, \alpha(B \cdot B) + \beta)\). The group \(G^2\) can, therefore, be given the following description. \(G^2 = GL(n, \mathbb{R}) \ltimes N^2\), with multiplication given by:
\[(A, \alpha)(B, \beta) := (AB, \alpha(B \cdot B) + A \beta).\]
It follows that the inverse operation is \((A, \alpha)^{-1} := (A^{-1}, -A^{-1} \alpha(A^{-1} \cdot A^{-1})).\)

In the general case, \(G^r\) can be described inductively as a semidirect product of \(G^{r-1}\) with the vector space (abelian group) \(S^r(\mathbb{R}^n)^* \otimes \mathbb{R}^n\) of symmetric \(n\)-linear forms on \(\mathbb{R}^n\) taking values in \(\mathbb{R}^n\).

7. Linear connections. Let \(V\) be the space of all \(\mathbb{R}^n\)-valued bilinear maps \(\Gamma : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n\), which we regard as the space of Christoffel symbols. To describe the action of \(G^2\) on \(V\) first notice that \(N^2\) is a linear subspace of \(V\) and that \(G^2\) is a closed subgroup of \(GL(n, \mathbb{R}) \ltimes V\), where the later has the same multiplication and inverse operations as for \(G^2\). Then \(V\) can be identified with the coset space \(W = GL(n, \mathbb{R}) \backslash GL(n, \mathbb{R}) \ltimes V\) by setting \(\Gamma \mapsto GL(n, \mathbb{R})(I, \Gamma)\). The group \(G^2\) naturally acts on \(W\) by right multiplication, yielding the following (right) action on \(V\):
\[\Gamma \cdot (A, \alpha) := A^{-1} \Gamma(A \cdot A) + A^{-1} \alpha.\]
(We can easily rewrite the above so as to turn it into a left action, by setting \(g \cdot \Gamma = \Gamma g^{-1}\).) Notice that this is the familiar law of transformation of Christoffel symbols. Thus, in the language used in these notes, a linear connection corresponds to a \(G^2\)-equivariant map \(\mathcal{G} : F^2(M) \to V\). The relationship between \(\mathcal{G}\) and the notion of a covariant derivative is that if \(\xi \in F^2(M)\) is the 2-jet (at 0) of a smooth parametrization \(\varphi\) around \(x \in M\) (with \(\varphi(0) = x\)) and \(X_i\) are the coordinate vector fields associated to \(\varphi\), then
\[(\nabla X_i X_j)_x = \sum_{k=1}^n \mathcal{G}(\xi)^k_{ij} X_k\]
where \(\mathcal{G}(\xi)^k_{ij}\) is the \(k\)-th component of \(\mathcal{G}(\xi)(e_i, e_j)\) with respect to the standard basis \(\{e_1, \ldots, e_n\}\) of \(\mathbb{R}^n\). Also notice that a symmetric (torsion-free) connection is one for which the map \(\mathcal{G}\) takes values into \(GL(n, \mathbb{R}) \backslash G^2 \subset V\).

It is not difficult to show that a linear connection gives rise to a subbundle of \(TF^1(M)\) everywhere transverse to the fibers (a horizontal distribution), and therefore, to a complete parallelism of \(F^1(M)\). One may define a generalized connection of order \(r\) on \(M\) as a horizontal distribution on \(F^r(M)\).
This is a structure of order \( r + 1 \) that gives rise to a complete parallelism on \( F^r(M) \).

8. Projective structures. A (smooth) projective structure is an equivalence class of (smooth) connections, two connections being equivalent if and only if they define the same geodesic lines, without regard to parameter. Since we can also find a torsion-free connection in each such equivalence class, we may assume that the equivalence relation is on the space of symmetric connections. A projective structure may also be defined by an equivariant map \( \mathcal{G} : F^2(M) \to V \), where \( V \) is the coset space \( H \setminus G^2 \), with the natural right action of \( G^2 \), and \( H \) is the subgroup of \( G^2 \) of all \((A, \alpha)\) such that

\[
\alpha = -\frac{A \otimes \sigma + \sigma \otimes A}{2}
\]

for a linear functional \( \sigma \) on \( \mathbb{R}^n \).

9. Symplectic structure. A symplectic form is a non-degenerate 2-form with the added assumption that it is closed. A smooth alternating and nondegenerate 2-form is clearly a first order structure and is a special case of example 5. The condition that it is a closed form can be incorporated by describing it as a second order structure, as follows. Let \( \Lambda \) be the space of alternating bilinear forms on \( \mathbb{R}^n \). The linear space \( \Lambda \oplus [\Lambda \otimes (\mathbb{R}^n)^*] \) may be regarded as the space of 1-jets (at 0) of 2-forms in \( \mathbb{R}^n \). Given \((\omega, \nu)\) in \( \Lambda \oplus [\Lambda \otimes (\mathbb{R}^n)^*] \), and vectors \( u_1, u_2, u_3 \in \mathbb{R}^n \), then \( \nu(u_1, u_2, u_3) =: \nu(u_1, u_2)u_3 \) is regarded as the directional derivative at 0 of the smooth 2-form evaluated on the constant vector fields \( u_1, u_2 \) along the direction determined by \( u_3 \). The 1-jet of a closed 2-form is given by a pair \((\omega, \nu)\) such that for all \( u_1, u_2, u_3 \in \mathbb{R}^n \) the relation

\[
\nu(u_1, u_2)u_3 + \nu(u_2, u_3)u_1 + \nu(u_3, u_1)u_2 = 0
\]

holds. We now define \( V \) as the subset of \( \Lambda \oplus [\Lambda \otimes (\mathbb{R}^n)^*] \) of all pairs \((\omega, \nu)\) such that \( \omega \) is nondegenerate and \( \nu \) satisfies the above identity. The group \( G^2 \) acts on \( V \) as follows (this corresponds to the pull-back of forms): \( (\omega, \nu)(A, \alpha) = (\omega', \nu') \) where \( \omega_1 = \omega(A \cdot, A \cdot) \) and for \( u_1, u_2, u_3 \in \mathbb{R}^n \),

\[
\nu'(u_1, u_2)u_3 = \nu(Au_1, Au_2)u_3 + 2[\omega(Au_1, \alpha(u_2, u_3)) + \omega(\alpha(u_1, u_3), Au_2)].
\]

A symplectic form is now a \( G^2 \)-equivariant map \( \mathcal{G} : F^2(M) \to V \).

10. Homogeneous structures. Suppose that \( M_0 = G/H \), where \( G \) is a connected Lie group and \( H \) is a connected closed subgroup of \( G \). We suppose that \( H \) does not contain a proper normal subgroup of \( G \), which implies that the action of \( G \) on \( M_0 \) by left multiplication is an effective transitive action.
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An action is said to be effective if for each \( g \in G \) there exists \( x \in M_0 \) such that \( gx \neq x \). It can be shown that there exists a positive integer \( k \) such that the natural action of \( G \) on \( F^k(M_0) \) is free and proper, so that we can define the quotient \( V = G \backslash F^k(M_0) \). Notice that \( V \) admits a right action of \( G^k \) coming from the action on the \( F^k(M_0) \). A homogeneous structure of order \( k \) and type \( (G, M_0) \) on a manifold \( M \) is defined as a \( G^k \)-equivariant map \( \mathcal{G} : F^k(M) \to V \). This corresponds to the assignment, for each \( x \in M \), of an equivalence class of \( k \)-jets at \( x \) of local diffeomorphisms from a neighborhood of \( x \) into \( M_0 \) under the equivalence relation defined by the natural action of \( G \) on the space of such jets.

11. Itô vector fields. An interesting example of a second order geometric structure arises in the study of stochastic processes on manifolds. Define on \( V = \mathbb{R}^n \times GL(n, \mathbb{R}) \) the \( G^2 \)-action:

\[
(A, \alpha)(u, L) = (Au + \text{Tr}(L^\cdot L^\cdot) / 2, AL)
\]

for \((A, \alpha) \in G^2 \) and \((u, L) \in V \), where \( \text{Tr}(L^\cdot L^\cdot) = \sum_{i=1}^n \alpha (Le_i, Le_i) \) for an orthonormal basis of \( \mathbb{R}^n \). A \( G^2 \)-equivariant map \( \mathcal{G} : F^2(M) \to V \) specifies an (Itô) stochastic differential equation on \( M \). (See [7] and the references cited there.)

We give next a couple of examples of non-A structures. Perhaps surprisingly, example 13 behaves in some important respects like an A-structure. (See [22], chapter 3.)

12. Anosov diffeomorphisms. Let \( f : M \to M \) be an Anosov diffeomorphism of a compact manifold \( M \). (See [13].) The diffeomorphism \( f^1 : F^1(M) \to F^1(M) \) naturally induced by \( f \) generates a \( \mathbb{Z} \)-action on \( F^1(M) \) and it can be shown (from the definition of an Anosov map) that this is a proper action. Set \( V = F^1(M) / \mathbb{Z} \) and let \( \mathcal{G} : F^1(M) \to V \) be the natural projection. Then \( \mathcal{G} \) is a smooth geometric structure, but not of algebraic type.

13. “Random” structures. Given a manifold \( V \) (or, more generally, a complete separable metric space), define the space \( \mathcal{P}(V) \) of Borel probability measures on \( V \). (A probability measure \( \mu \) on \( V \) is a positive measure such that \( \mu(V) = 1 \).) By the Riesz representation theorem, \( \mathcal{P}(V) = \mathcal{C}_0(V)^* \) – the space of bounded linear functionals on the space of continuous functions on \( V \) that vanish at \( \infty \). We give \( \mathcal{P}(V) \) the weak*-topology: a sequence of probability measures \( \mu_n \) converges to \( \mu \) if for all \( f \in \mathcal{C}_0(V) \) the sequence of numbers \( \int f d\mu_n \) converges to \( \int f d\mu \).

Suppose now that \( V \) comes with a continuous action of \( G^r \). There is then a continuous action of \( G^r \) on \( \mathcal{P}(V) \), which is defined as follows: if \( g : V \to V \)
is any homeomorphism of $V$ and $\mu \in \mathcal{P}(V)$, then $g_s\mu$ is the probability measure characterized by $\int f d(g_s\mu) = \int f \circ g d\mu$ for all $f \in C_0(V)$. We can now define a geometric structure of type $\mathcal{P}(V)$ on a manifold $M$ as a $G'$-equivariant (continuous) map $G : F^r(M) \to \mathcal{P}(V)$.

If $V$ is as in example 6, then $G$ would assign in a continuous way to each $x \in M$ a probability measure $\mu_x$ on the Grassmannian variety of $T_xM$. As a special case, if $\mu_x$ is a point mass for each $x$, we return to the ordinary notion of a continuous subbundle of $TM$. Such “random” plane bundles play a role in Zimmer’s proof of the Margulis superrigidity theorem. (See [22] and [6].)

**Prolongations of geometric structures.** Given a smooth geometric structure of order $r$ on a manifold $M$, its $s$-jet, appropriately defined, may be regarded as a geometric structure of order $r + s$. This is called the **prolongation** of order $s$ of the initial structure. The precise definition is given below. It should be noticed that the prolongation of any order of an $A$-structure is also an $A$-structure.

We denote by $J^r_nG'$ the group of $s$-jets at 0 of smooth maps from a neighborhood of 0 $\in \mathbb{R}^n$ into $G'$. The group multiplication is defined in the natural way: $(j^s\varphi_1)_0(j^s\varphi_2)_0 := j^s(\varphi_1\varphi_2)_0$. Notice that if $\eta = (j^s\varphi)_0 \in J^s_nG'$ and $h = (j^s f)_0 \in G'$, then $\eta h := j^s(\varphi \circ f)_0$ defines a right action of $G'$ on $J^s_nG'$. With this action, we make the semidirect product $G^s \ltimes J^s_nG'$, in which the group multiplication is

$$ (h, \eta)(h', \eta') = (hh', \eta(\eta'h^{-1})). $$

The definition of prolongation of geometric structures will require the homomorphic embedding of $G^{r+s}$ into $G^s \ltimes J^r_nG'$ that we give next. Let $\tau_x : y \mapsto y - x$ be the translation in $\mathbb{R}^n$. Given $g = (j^{r+s} f)_0 \in G^{r+1}$, the map $f_x := \tau_x \circ f \circ \tau_x^{-1}(x)$, for $x$ is a small neighborhood of 0, is a local diffeomorphism of $\mathbb{R}^n$ fixing 0. Therefore, for each $x$ one has $f'(x) := (j^r f_x)_0 \in G^r$. Its $s$-jet at 0 only depends on $g$ (the $r + s$-jet of $f$) and is an element of $J^r_nG^s$. We denote it by $a(g)$.

The desired homomorphism $i_{r,s} : G^{r+s} \to G^s \ltimes J^r_nG'$ is now given by

$$ i_{r,s}(g) = (\pi^{r+s}_s(g), a(g)) $$

where $\pi^{r+s}_s : G^{r+s} \to G^s$ is the natural projection. That this is indeed a homomorphism follows from the fact that $a$ satisfies

$$ a(g_1g_2) = a(g_1) \cdot [a(g_2)\pi^{r+s}_s(g_1)^{-1}]. $$
Suppose now that $V$ is a smooth manifold with a smooth (left) action of $G^r$ on it. We denote the action of $g$ on $v$ simply as $gv$. Then $J^s_n V$ – the space of $s$-jets at 0 of smooth maps from (a neighborhood of 0 in) $\mathbb{R}^n$ into $V$ – supports the following action of $G^s \times J^s_n G^r$: for $(h, \xi) \in G^s \times J^s_n G^r$ and $\eta \in J^s_n V$ define

$$(h, \xi) \eta := \xi \cdot (\eta h^{-1}).$$

(The dot operation is defined by $(j^s f)_0 \cdot (j^s v)_0 := j^s(fv)_0$ and the right action of $G^s$ on $J^s_n V$ is defined just as the right action of $G^s$ on $J^s_n G^r$ introduced earlier.) In combination with the homomorphism $i_{r,s}$ we obtain, by restriction, an action of $G^{r+s}$ on $J^s_n V$.

Finally, the $s$-prolongation of a smooth geometric structure $\mathcal{G} : F^r(M) \to V$ is defined as $\mathcal{G}^s : F^{r+s}(M) \to J^s_n V$ such that

$$\mathcal{G}^s(\eta) := j^s(\mathcal{G} \circ \bar{\varphi}_r)_0$$

where $\eta = (j^{r+s}\varphi)_0 \in F^{r+s}(M)$ and $\bar{\varphi}_r(x) := j^r(\varphi \circ \tau_x)_0 \in F^r(M)$, for each $x \in \mathbb{R}^n$ sufficiently close to 0.

It can be shown that $\mathcal{G}^s$ is indeed a $G^{r+s}$-equivariant map. Furthermore, if $p_s : J^{s+1}_n V \to J^s_n V$ and $\pi_s : F^{s+1}(M) \to F^s(M)$ are the natural projections, then

$$\mathcal{G}^s \circ \pi_r = p_r \circ \mathcal{G}^{s+1}$$

for each $s$.

**The first prolongation of a frame field.** We saw in example 2 of the previous subsection that a frame field on $M$ can be described by a $GL(n, \mathbb{R})$-equivariant map $\mathcal{G} : F^1(M) \to GL(n, \mathbb{R})$. The first prolongation of a smooth frame field is similarly described by a $G^2$-equivariant map $\mathcal{G}^1 : F^2(M) \to J^1_n G$ ($G = GL(n, \mathbb{R})$). There is a natural identification of $J^1_n G$ and $G \times W$, where $W = \mathbb{R}^{n*} \otimes \mathbb{R}^{n*} \otimes \mathbb{R}^n$, which uses that each tangent $T_g G$ is isomorphic to $T_g G = \mathfrak{g} = \mathbb{R}^{n*} \otimes \mathbb{R}^n$ under the derivative of the left-translation map by $g^{-1}$. In this way $G \times W$ is a Lie group, with multiplication given by

$$(g_1, \alpha_1)(g_2, \alpha_2) = (g_1g_2, \text{Ad}(g_2)^{-1} \circ \alpha_1 + \alpha_2).$$

$$(\text{Ad}(g)X = gXg^{-1}, X \in \mathfrak{g}.$$

The right-multiplication of $J^1_n G$ by $G$ is simply

$$((g, \alpha), h) = (g, \alpha \circ h).$$

and the semidirect product structure on $G \ltimes J^1_n G$ corresponds to the multiplication

$$(h, (g, \alpha))(h', (g', \alpha')) = (hh', (gg', \text{Ad}(g')^{-1} \circ \alpha + \alpha' \circ h^{-1})).$$
Representing an element of $G^2$ by the pair $(h, \eta)$, where $h \in G$ and $\eta \in S^2(\mathbb{R}^{n*}) \otimes \mathbb{R}^n \subset \mathbb{R}^{n*} \otimes g$, the homomorphic imbedding of $G^2$ into $G \ltimes J^1_nG$ corresponds to the map

$$(h, \eta) \mapsto (h, (h, \eta(h^{-1} \cdot \cdot \cdot))).$$

Finally, the (left) action of $G^2$ on $J^1_nG$, involved in the first prolongation of a frame field is given by

$$(h, \eta)(g, \alpha) = (hg, \text{Ad}(g)^{-1} \circ \eta(h^{-1} \cdot \cdot \cdot) + \alpha \circ h^{-1}).$$

If $N$ is the kernel of the natural projection from $G^2$ onto $G$, it is not difficult to check that the quotient $J^1_nG/N$ is a vector bundle over $G$ with typical fiber $\Lambda^2(\mathbb{R}^{n*}) \otimes \mathbb{R}^n$. The map $\bar{G} : F^1(M) \rightarrow J^1_nG/N$ is a first order structure that corresponds to giving at each $x$ the frame at $x$ and the (antisymmetric) coefficients of the Lie brackets between vector fields in the frame field.

**Prolongation of affine connections.** Recall that a symmetric connection is a geometric structure with

$$V = S^2(\mathbb{R}^n)^* \otimes \mathbb{R}^n$$

and the action of $G^2$ on $V$ is given by

$$(A, \alpha) \cdot \Gamma = A\Gamma(A^{-1}, A^{-1} \cdot \cdot \cdot) - \alpha(A^{-1}, A^{-1} \cdot \cdot \cdot).$$

It will be convenient to introduce (global) coordinates on $G^r$ and $J^r_nV$. On $G^r$, coordinates $\beta^i_{j_1 \cdots j_k} : G^r \rightarrow \mathbb{R}$ ($1 \leq i \leq n$, $1 \leq j_1 \leq \cdots \leq j_k \leq n$) are defined by

$$\beta^i_{j_1 \cdots j_k}((j^s \varphi)_0) = (\partial_{j_1} \cdots \partial_{j_k}(\varphi^{-1})_i)(0)$$

where $(\varphi^{-1})_i$ is the $i$-th component of the inverse of $\varphi$, $\partial_j$ denotes the partial derivative with respect to the $j$-th coordinate of $\mathbb{R}^n$, and $k \leq r$. Also introduce

$$\alpha^i_j((j^s \varphi)_0) = \beta^i_j((j^s \varphi^{-1})_0).$$

Define (global) coordinates $\Gamma^I_{j_1j_2, k_1 \cdots k_l}$ on $J^r_nV$ as follows: $\Gamma^I_{j_1j_2, k_1 \cdots k_l}(v)$ is the $i$-th component of the vector $v(e_j, e_j)$, $v \in V$, where as always $\{e_1, \ldots, e_n\}$ stands for the canonical basis of $\mathbb{R}^n$, and

$$\Gamma^I_{j_1j_2, k_1 \cdots k_l}((j^s v)_0) = D_{k_1} \cdots D_{k_l}(\Gamma^I_{j_1j_2} \circ v)(0).$$
An elementary calculation shows that the action of $G^3$ on $J^1_nV$ obtained by 1-prolongation of the action of $G^2$ on $V$ is given in the above coordinates as follows: for $g \in G^3$ and $\xi \in J^1_nV$,

$$
\Gamma^i_{jk}(g\xi) = \alpha^i_p(\beta^q_{jk}\Gamma^p_q + \beta^p_{jk})
$$

$$
\Gamma^i_{jk,m}(g\xi) = -\alpha^i_s\alpha^r_{pm}(\beta^q_{jk}\Gamma^p_q + \beta^p_{jk}) + \alpha^i_p((\beta^q_{jm}\beta^r_k + \beta^q_{jm}\beta^r_k)\Gamma^p_q + \beta^q_{jm}\beta^r_k\Gamma^p_q + \beta^q_{jm}\beta^r_k\beta^s_{tm}\Gamma^p_q + \beta^q_{jm}\beta^r_k\beta^s_{tm}\Gamma^p_q).
$$

We are using here the usual summation convention. For simplicity, we dropped $g$ and $\xi$ from the right-hand side of the equations.

In spite of its messy expression, the next proposition shows that it is possible to obtain some useful information about the action of $G^3$ on $J^1_nV$.

Define the functions $R^i_{jkm} : J^1_nV \to \mathbb{R}$ by

$$
R^i_{jkm} = \Gamma^i_{jk,m} - \Gamma^i_{jm,k} + \Gamma^i_{jm}\Gamma^p_q - \Gamma^i_{pk}\Gamma^p_q.
$$

These are the components of the formal curvature tensor. If $N^r$ denotes the kernel of the projection homomorphism $\pi^r_1 : G^r \to G^1 = GL(n, \mathbb{R})$, then it is easily shown that the functions $R^i_{jkm}$ are $N^3$-invariant. (This is simply an expression of the multilinearity of the curvature tensor.)

The following proposition is proved in [15].

Proposition 2.1 $J^s_nV$ is a (trivial) left principal $N^{s+2}$-bundle and its base $\bar{V} = N^{s+2}\backslash J^s_nV$ is diffeomorphic to $\mathbb{R}^d$, for some positive integer $d$. Furthermore, $GL(n, \mathbb{R})$ naturally acts on $\bar{V}$ in such a way that the bundle projection $\rho : J^s_nV \to \bar{V}$ is equivariant, that is, $\rho(g\xi) = \pi^{s+2}_1(g)\rho(\xi)$ for $g \in G^{s+2}$ and $\xi \in J^s_nV$. (This is also true for linear connections with torsion, after replacing $V$ with $\mathbb{R}^n \oplus \mathbb{R}^n \oplus \mathbb{R}^n$.) Let, now, $s = 1$. Then $d = n^2(n^2 - 1)/3$ and if $\hat{R}^i_{jkm}$ are the functions on $\bar{V}$ defined by $R^i_{jkm} = \hat{R}^i_{jkm} \circ \rho$, then from among the $\hat{R}^i_{jkm}$ one can extract a coordinate system for $\bar{V}$.

By counting dimensions, it follows from Proposition 2.1 that the well-known symmetries of the (formal) curvature tensor

$$
R^i_{jkm} + R^i_{jmk} = 0, \quad R^i_{jkm} + R^i_{mjk} + R^i_{kmj} = 0
$$

are the only dependencies among these functions.

3 Isometries

A diffeomorphism $f$ of the smooth manifold $M$ induces a diffeomorphism $f^r$ of $F^r(M)$ by setting $f^r((j^r \varphi)_0) := j^r(f \circ \varphi)_0$. If $g \in G^r$ and $\xi \in F^r(M)$,
then clearly $f^r(\xi g) = f^r(\xi)g$, so that $f^r$ is an automorphism of the principal $G^r$-bundle $F^r(M)$.

Let $G : F^r(M) \to V$ be a smooth geometric structure on $M$ of type $V$ and order $r$. A diffeomorphism $f : M \to M$ is said to be an isometry of $G$ if

$$G \circ f^r = G.$$  

The collection of all isometries of a geometric structure $G$ on $M$ forms a group, denoted $\text{Iso}(M, G)$. This is a topological group, with the compact-open topology.

Take as an example a pseudo-Riemannian metric on $M$ (example 4). We remark that $f^1(\xi) = df_x \circ \xi$, where $df_x : T_x M \to T_{f(x)} M$ is the tangent map associated to $f$. Then the condition $G \circ f^1 = G$ is easily seen to be equivalent to

$$\langle v, w \rangle_{f(x)} = \langle (df_x)^{-1}v, (df_x)^{-1}w \rangle_x.$$  

(We are using the notations of example 4.) This is the ordinary notion of isometry for a pseudo-Riemannian metric $\langle \cdot, \cdot \rangle$.

**Local and infinitesimal isometries.** If $U$ is an open subset of $M$, we will denote by either $F^r(M)|_U$ or $F^r(U)$ the preimage of $U$ under the projection $\pi : F^r(M) \to M$. A diffeomorphism $f : U_1 \to U_2$ between open sets $U_1, U_2$ is called a local isometry of $G$ if

$$G|_{F^r(U_1)} \circ f^r = G|_{F^r(U_2)}.$$  

The collection of all local isometries of $G$ forms a pseudo-group, which will be denoted $\text{Iso}^{loc}(M, G)$. This pseudo-group can be given the compact-open topology, which is the topology generated by a base whose sets have the form

$$N_1(K, U) = \{ \Phi \in \text{Iso}^{loc}(M, G) \mid K \subset \text{dom}(\Phi), \Phi(K) \subset U \}$$

$$N_2(U, K) = \{ \Phi \in \text{Iso}^{loc}(M, G) \mid U \subset \text{dom}(\Phi), K \subset \Phi(U) \}$$

where $K \subset M$ is compact, $U \subset M$ is open and $\text{dom}(\Phi)$ denotes the domain of $\Phi$. (We also use later $\text{Im}(\Phi)$ for the image set.) (See [18].)

We can also define a $C^k$-topology on any pseudo-group $\mathcal{P}$ of smooth local diffeomorphisms as the compact-open topology of the prolongation $\mathcal{P}^k$ of $\mathcal{P}$, which is the pseudo-group of local diffeomorphisms of $F^{r+k}(M)$ of the form $\Phi^k : F^{r+k}(\text{dom}(\Phi)) \to F^{r+k}(\text{Im}(\Phi))$.

A germ of isometry from $x$ to $y$ is an equivalence class of local isometries sending $x$ to $y$ under the relation that identifies two local isometries if and only if they coincide on some open set that contains $x$ and is contained
in the intersection of their domains. The collection of germs of isometries forms a groupoid, which will be denoted by \( \text{Iso}^\text{germ}(M, \mathcal{G}) \). It also has a \( C^k \)-topology, defined as follows. Let \( \mathcal{P} \) be any pseudo-group of smooth local diffeomorphism of \( M \) and define the surjective map

\[
E : \{(x, \Phi) \in M \times \mathcal{P} \mid x \in \text{dom}(\Phi)\} \to \mathcal{P}^\text{germ}
\]

that evaluates the germ at \( x \) represented by \( \Phi \). Then \( \mathcal{P}^\text{germ} \) is given the identification topology, whose open sets are \( U \) such that \( E^{-1}(U) \) is open.

Finally, we define an infinitesimal isometry or order \( s \) from \( x \) to \( y \) as the \( s \)-jet of a local diffeomorphism from a neighborhood of \( x \) to a neighborhood of \( y \), sending \( x \) to \( y \), such that for each \( \xi \in F^{r+s}(M) \) above \( x \)

\[
G^s(f^{r+s}(\xi)) = G^s(\xi).
\]

The collection of infinitesimal isometries of order \( k \) forms a groupoid, denoted by \( \text{Iso}^k(M, \mathcal{G}) \).

Let \( D^s(M) \) denote the space of \( s \)-jets of local diffeomorphisms of \( M \). \( D^s(M) \) is naturally identified with the quotient \( (F^s(M) \times F^s(M))/G^s \) where \( G \) acts on the product by \( (\xi_1, \xi_2)g = (\xi_1g, \xi_2g) \). The identification is achieved by the map

\[
(\xi_1, \xi_2)G^s \mapsto j^s(\varphi_2 \circ \varphi_1^{-1})_0
\]

where \( \xi_1 = (j^s\varphi_1)_0 \) and \( \xi_2 = (j^s\varphi_2)_0 \). This shows that \( D^s(M) \) is a smooth manifold diffeomorphic to a locally trivial fibration over \( M \times M \) with fibers diffeomorphic to \( G^s \). The fiber above \( (x, y) \) will be denoted \( D^s(M)_{x,y} \) and comprises the \( s \)-jets (at \( x \)) of local diffeomorphisms of \( M \) sending \( x \) to \( y \). The natural projection \( p : F^s(M) \times F^s(M) \to D^s(M) \) is easily seen to be a principal \( G^s \)-bundle.

The symbol \( \text{Iso}^\text{germ}_{x,y} = \text{Iso}^\text{germ}(M, \mathcal{G}) \) stands for the germs of isometries taking \( x \) to \( y \). \( \text{Iso}^{k}_{x,y} \subset D^{r+k}(M)_{x,y} \) is defined similarly. Notice that the natural projections between jet spaces yield maps

\[
\text{Iso}^\text{loc}_{x,y} := \{ \Phi \in \text{Iso}^\text{loc} \mid x \in \text{dom}(\Phi), \Phi(x) = y \} \to \text{Iso}^\text{germ}_{x,y} \to \text{Iso}^{k+1}_{x,y} \to \text{Iso}^{k}_{x,y}.
\]

\( \text{Iso}^k(M, \mathcal{G}) \) determines an equivalence relation on \( M \) by the condition

\[
x \sim y \iff \text{Iso}^k_{x,y}(M, \mathcal{G}) \neq \emptyset.
\]

The graph of this equivalence relation (a subset of \( M \times M \)) will be denoted \( \mathcal{R}^k \).
Since $\mathcal{G}^k : F^{r+k}(M) \to J^k_n V$ is a $G^{r+k}$-equivariant map, it gives rise to a continuous map between the quotient spaces (with the quotient topology):

$$\tilde{G}^k : M = F^{r+k}(M) \to J^k_n V / G^{r+k}.$$  

Notice that $\tilde{G}^k$ is invariant under (local) isometries of $\mathcal{G}$, that is $\tilde{G}^k \circ f = \tilde{G}^k$ if $f$ is an isometry.

The identification $D^s(M) = (F^s(M) \times F^s(M)) / G^s$ is assumed in the next proposition.

**Proposition 3.1** Set $s = r + k$ and suppose that $\mathcal{G}$ is a smooth geometric structure over $M$ of order $r$ and type $V$. Then, $\text{Iso}^k(M, \mathcal{G})$ is characterized by

$$p^{-1}(\text{Iso}^k(M, \mathcal{G})) = (\tilde{G}^k \times G^k)^{-1}(\Delta)$$

where $\Delta$ is the diagonal in $J^k_n V \times J^k_n V$. Furthermore, the orbits of the $\text{Iso}^k$-equivalence relation are exactly the level sets of the function $\tilde{G}^k$, that is

$$\text{Iso}^k_x(\mathcal{G}, M) \neq \emptyset \iff \tilde{G}^k(x) = \tilde{G}^k(y).$$

**Proof.** This is a trivial consequence of the definitions. \hfill \Box

**Killing fields.** A smooth vector field $X$ on $M$ gives rise to a local flow $\Phi_t$ on $M$, which in turn induces a local flow $\Phi_t^F$ on $F^r(M)$. The infinitesimal generator of $\Phi_t^F$ is a vector field on $F^r(M)$ that commutes with the action of $G^r$, since this is the case for the induced local flow. The resulting vector field is a lifting of $X$ to $F^r(M)$. It will be denoted by $X^r$. We say that $X$ is a **Killing field** for a geometric structure $\mathcal{G}$ if $\Phi_t$ is an isometry of $\mathcal{G}$ for each $t$. This is equivalent to $X^r(\xi)$ being in the kernel of $dG_\xi$ for each $\xi \in F^r(M)$.

We can also define infinitesimal Killing fields of order $i$, as follows. First observe that for each $\xi \in F^{r+i}(M)$ in the fiber of some $x \in M$ there is a canonical linear isomorphism between $T_x F^{r+i}(M)$ and the space of $r$-jets of local vector fields on $M$ around $x$. The latter space will be denoted by $J^r_x TM$. In fact, let $X$ be a vector field on $M$ representing an element of $J^r_x TM$. The vector $X^{r+i}(\xi) \in T_x F^{r+i}(M)$ can be shown to depend only on $j^{r+i}X_x$. We say that $\alpha \in J^r_x TM$ is an infinitesimal Killing field of order $i$ of a geometric structure $\mathcal{G}$ or order $r$ if, under the identification $T_x F^{r+i}(M) \cong J^r_x TM$, we have $dG_\xi \alpha = 0$.

**Complete parallelism.** A simple, but for our purposes important, example of geometric structure is a complete parallelism. Recall that this is simply a section $\sigma$ of $F^1(M)$. In a local coordinate system of $M$ with coordinate vector fields $X_i = \frac{\partial}{\partial x^i}$ one has $\sigma(x) = \sum_{ij} \theta(x)_j du^j \otimes X_i$, where
\( \Theta = (\theta^i_j) \) is an invertible matrix and \( u^i \) are the standard coordinates of \( \mathbb{R}^n \). The inverse of \( \Theta \) will be denoted \( \Lambda = (\lambda^i_j) \). The condition for a vector field \( X \) to be a Killing field of \( \sigma \) amounts to \( \mathcal{L}_X \sigma = 0 \), where \( \mathcal{L}_X \) is the Lie derivative with respect to \( X \). A simple calculation shows that if \( X = \sum f^i X_i \) then the functions \( f^i \) must satisfy the system of differential equations:

\[
\frac{\partial f^k}{\partial x^l} = \sum_i A^k_{li} f^i, \quad A^k_{li} := \sum_l \lambda^k_s \frac{\partial \theta^s_l}{\partial x^i}.
\]

If \( c(t) \) is a differentiable path contained in the coordinate neighborhood of \( M \) on which the previous system of equations holds, \( c'(t) = v^i(t) X_i \) is its velocity vector field and \( h^i(t) := f^i(c(t)) \), then the \( h^i \) satisfy along \( c \) the equation:

\[
\frac{dh^k}{dt} = \sum_i A^k_{li} h^i, \quad A^k_{li} := \sum_l A^k_{li} v^l.
\]

Using the uniqueness of solutions of ordinary differential equations we immediately get the next proposition.

**Proposition 3.2** Suppose that \( M \) is connected. If \( X, Y \) are Killing vector fields of a (differentiable) complete parallelism of \( M \) such that \( X(x) = Y(x) \) for some \( x \in M \), then \( X = Y \).

For later use, we register here the following fact about Killing fields of a real analytic parallelism. It is taken from [1].

**Proposition 3.3** Let \( M \) be a connected, simply connected analytic manifold and suppose that \( \sigma \) is a real analytic complete parallelism on \( M \). Then any locally defined Killing field of \( \sigma \) has a unique extension to a global Killing field.

**Proof.** The uniqueness of the extension has already been shown. (In any event, if any two analytic vector fields of a connected manifold agree on a nonempty open set they must coincide everywhere.) By a standard argument of analytic continuation, it suffices to prove that if \( \varphi : U_0 \to U \) is an analytic parametrization of a coordinate neighborhood \( U \) of \( x \in M \) such that \( U_0 \) is a convex open subset of \( \mathbb{R}^n \), then any Killing field defined on a connected nonempty open subset of \( U \) has a (unique) extension to \( U \).

By transferring the problem to \( \mathbb{R}^n \) via the parametrization \( \varphi \), we may assume that \( 0 \in V \) and \( U_0 = U \). For each \( x \in U \) define a curve \( c_x : [0,1] \to U \) by \( c_x(t) = tx \). The map \( U \times [0,1] \to U \) defined by \( (x,t) \mapsto c_x(t) \) is, of course,
analytic. It was seen earlier that the differential equation for components of the Killing field along \(c_x\) is

\[
\frac{dh^k}{dt} = \sum_i A^k_i h^i
\]

where \(A^k_i := A^k_i(x, t)\) is an analytic function jointly on \(x\) and \(t\). (\(A\) depends on \(x\) due to the dependence of \(c_x\) on \(x\).) Therefore, we have a linear system of differential equations depending analytically on a parameter \(x\). A solution \(Y^x(t) = (w^1_x(t), \ldots, w^n_x(t))\) with initial condition \(h^i(0) = v^i\), where \(v^i\) is the \(i\)-th component of \(X\) at 0, exists over the whole interval \([0, 1]\). The analytic vector field \(Y(x) = Y^x(1), x \in U\), is the extension of \(X\) we seek. \(\square\)

**Cartan’s structures of finite type.** Let \(G\) be an \(L\)-structure of order \(r\). Recall that it can be defined by a reduction \(P \subset F^r(M)\), hence \(P\) is a principal \(L\)-bundle. \(P\) is related to a sequence of structures of order 1

\[
P \to P_{-1} \to \cdots \to P_{-r} = M
\]

where \(P_{-i}\) is the projection of \(P\) into \(F^{r-i}(M)\). By this remark, the study of \(L\)-structures can be reduced to the study of \(L\)-structures of order 1. With this in mind we assume in this subsection that \(\pi : P \to M\) is a subbundle of \(F^1(M)\).

Let \(\theta\) be the canonical form on \(P\). It is a one form on \(P\) taking values in \(\mathbb{R}^n\) defined, for each \(X \in T_\xi P\), by

\[
\theta_\xi(X) := \xi^{-1}d\pi_\xi X.
\]

(Recall that \(\xi \in F^1(M)\) is viewed as an isomorphism from \(\mathbb{R}^n\) to \(T_x M\), \(x = \pi(\xi)\).)

Let \(\mathfrak{l}\) be the Lie algebra of \(L\). Define a linear map \(\partial : \mathfrak{l} \otimes \mathbb{R}^n^* \to \mathbb{R}^n \otimes \Lambda^2 \mathbb{R}^n^*\) by

\[
(\partial f)(u_1, u_2) := -f(u_2)u_1 + f(u_1)u_2.
\]

Define a Lie group \(L_1\), called the first prolongation of \(L\), to be the subgroup of linear transformations \(T\) of \(\mathbb{R}^n \oplus \mathfrak{l}\) such that \(TX = X\) for \(X \in \mathfrak{l}\) and, for some \(h\) in the image of \(\partial\), \(T(u) = u + h(\cdot, u), u \in \mathbb{R}^n\). It can be shown that \(L_1\) is (isomorphic to) a subgroup of \(N^2\) – the kernel of the projection homomorphism from \(G^2\) onto \(G^1 = GL(n, \mathbb{R}^n)\).

Fix a linear subspace \(C\) of \(\mathbb{R}^n \otimes \Lambda^2 \mathbb{R}^n^*\) such that

\[
\mathbb{R}^n \otimes \Lambda^2 \mathbb{R}^n^* = C \oplus \partial(\mathfrak{l} \otimes \mathbb{R}^n^*).
\]
We define a principal $L_1$-bundle $P_1$ over $P$ as follows. $P_1$ will be a $L_1$-reduction of $F^1(P)$, hence each element of $P_1$ above $\xi \in P$ is a linear frame on $T_\xi P$. A choice of a horizontal subspace $H$ of $T_\xi P$, that is, such that $\theta|_H : H \to T_xM$ is a linear isomorphism, specifies a frame on $T_\xi P$. (The frame $\xi$ of $T_xM$ lifts to a frame on $H$ and the tangent space at $\xi$ to the fiber above $x$ has a frame induced by the principal action of $L$.) Define $c(\xi, H) \in \mathbb{R}^n \otimes \Lambda^2 \mathbb{R}^n^*$ as follows: if $X_1$ and $X_2$ are the unique elements of $H$ such that $\theta(X_i) = v_i$, for given $v_1, v_2 \in \mathbb{R}^n$, then

$$c(\xi, H)(v_1, v_2) = d\theta(X_1, X_2).$$

It is not hard to show (see [14]) that if $H'$ is another horizontal subspace at $\xi$, then $c(\xi, H') - c(\xi, H)$ lies in the image of $\partial$. We can now define $P_1$: the elements of $P_1$ that map to $\xi \in P$ are those frames in $F^1(P)$ obtained from a horizontal subspace $H$ such that $c(\xi, H)$ lies in $C$. (Therefore, the definition depends on the choice of $C$.) It can be shown that $P_1$ is, indeed, a principal $L_1$-bundle over $P$. (The reader is again referred to [14] for the details.)

The $k$-th prolongation of $P$ is defined inductively: $P_k = (P_{k-1})_1$. $P$ is said to be a structure of finite type (equal to $k$) if $L_k$ is trivial for some $k$ (and $L_{k-1}$ is not). In this case, $\pi^k_{k-1} : P_k \to P_{k-1}$ is an isomorphism of principal bundles. It follows from the definition that if $P$ is a structure of finite type ($k$) then the $k - 1$-prolongation has a complete parallelism.

It also follows from the definition that if $\varphi : M \to M$ is an isometry of $P$ (so that $\varphi^1 : F^1(M) \to F^1(M)$ restricts to an automorphism of $P$) then $\varphi^1$ induces in a canonical (and obvious) way an automorphism of $P_i$ for each $i$. With these remarks and the earlier discussion about Killing fields of complete parallelism one obtains the next result from [1].

**Theorem 3.4 (Amores)** Let $M$ be a connected simply connected analytic manifold, and $G$ an analytic $L$-structure on $M$ of finite type. If $U$ is an open connected nonempty subset of $M$ and $X$ is a local Killing field of $G$ defined on $U$, then $X$ has a unique extension to a (globally defined) Killing field over $M$.

**Proof.** The missing details, which by now are not many, can be found in [1]. □

Examples of $L$-structures of finite type are: pseudo-Riemannian metrics, affine connections, projective structures, (pseudo-Riemannian) conformal structures in dimension greater than 2.
Proposition 3.5 Let $\mathcal{G}$ be an $L$-structure of finite type $k$. Then, for each $x \in M$, the projection homomorphism $\text{Iso}^k_{x,x}(M, \mathcal{G}) \to \text{Iso}^{k-1}_{x,x}(M, \mathcal{G})$ is injective.

Proof. This is a straightforward consequence of the definitions. □

4 Rigid structures.

In [20], I. M. Singer asks the following question: How alike must two points of a Riemannian manifold be in order to conclude that the manifold is homogeneous? For there to be a local isometry between neighborhoods of two points of the manifold, the curvature and its covariant derivatives at the two points must clearly be the same. The following converse is proved in [20]: if the $n$-dimensional Riemannian manifold $M$ is infinitesimally homogeneous, that is, if the curvature and its $k$ covariant derivatives (for $k < n(n - 1)/2$) coincide at any two points then $M$ is locally homogeneous, that is, there is a local isometry between neighborhoods of any two points, and if $M$ is complete and simply connected then $M$ is homogeneous.

A partial, but far reaching, generalization of Singer’s result is obtained by M. Gromov in [10]. The result applies to a broad class of geometric structures and has been used in a number of investigations connecting geometry and dynamics. (See [3] and [4] for a particularly striking example concerning the classification of Anosov diffeomorphisms and flows.)

Gromov’s result applies to a large class of geometric structures that includes pseudo-Riemannian metrics, affine connections, and Cartan’s structures of finite type, which he calls rigid $A$-structures. It will be shown that if $M$ is a smooth manifold and $\mathcal{G}$ is a smooth rigid $A$-structure on $M$, then there exists an open dense subset $U \subset M$ such that any “infinitesimal isometry” (sufficiently close to the identity) at a point in $U$ is the jet of a local isometry.

Let $\mathcal{G}$ be a smooth geometric $A$-structure of order $r$ on a manifold $M$. Then $\mathcal{G}$ is said to be rigid (or $r+i$-rigid) if the homomorphism $\text{Iso}^{i+1}_{x,x} \to \text{Iso}^i_{x,x}$ is injective for all $x \in M$.

Here are some examples of rigid structures.

**Immersions.** A $C^1$ 0-order structure of type $V$ is simply a $C^1$ map $\mathcal{G}$ from $M$ into $V$. If $\mathcal{G}$ is 0-rigid, and $f$ is local diffeomorphism of $M$ fixing $x$ whose first jet at $x$ is an infinitesimal isometry of order 1, then $f$ must be
the identity up to first jet. But \( f \) must satisfy
\[
d(G \circ f)_x = dG_x
\]
so that \( G \) is 0-rigid if and only if \( G \) is an immersion.

Anosov map. This refers to example 12 of section 2. \( \varphi \) is an infinitesimal isometry of \( G \) of order \( i \) exactly when it is the \( i + 1 \)-jet of some iterate of the Anosov map \( f \). In particular, it is 0-rigid.

\( L \)-structures of finite type. These are rigid, according to Proposition 3.5. In particular, complete parallelisms, affine connections, pseudo-Riemannian metrics are all examples of rigid structures. A direct proof that complete parallelisms are rigid is rather easy. One can also show that an affine connection is rigid by noting that its horizontal distribution on \( F^1(M) \) determines a parallelism on \( F^1(M) \). As for pseudo-Riemannian metrics, it suffices to remember that they produce a connection in a canonical way – the Levi-Civita connection.

Pseudo-Riemannian conformal structures in dimension at least 3, projective structures, homogeneous structures of sufficiently high order, Itô vector fields, are also rigid structures. On the other hand, \( k \)-plane distributions, vector fields, symplectic forms, conformal structures in dimension 2 are not.

**Proposition 4.1** If \( G \) is \( r + i \)-rigid then it is also \( r + i + 1 \)-rigid.

**Proof.** There is no loss of generality in setting \( i = 0 \). By choosing \( \xi \) in \( F^{r+1}(M) \) in the fiber above \( x \in M \), \( \text{Iso}^1_{x} \) can be identified with the subgroup \( \mathcal{I} \) of \( G^{r+1} \) consisting of all \( g \) such that \( g \cdot v_0 = v_0 \), where \( v_0 := G^1(\xi) \). Let \( N := N^{r+1} \) denote the kernel of the projection homomorphism from \( G^{r+1} \) onto \( G^r \). Then the structure is \( r \)-rigid if and only if \( \mathcal{I} \cap N \) is the trivial group.

Fix \( \xi' \in F^{r+2}(M) \) projecting to \( \xi \) and let \( \mathcal{I}' \) be the subgroup of \( G^{r+2} \) that corresponds to \( \text{Iso}^2_{x} \) under the choice of \( \xi' \). We also define the notations: \( v'_0 := G^2(\xi') \) and \( N' := N^{r+2} \). The claim amounts to proving that if \( \mathcal{I} \cap N \) is trivial then \( \mathcal{I}' \cap N' \) is also trivial.

Before continuing, the following remarks will be needed. First, the action of \( G^{r+1} \) on \( J^n_1V \) will be written as \( \rho(g, v) \) rather than simply as \( gv \). Second, we point out that if \( N \) is any manifold, then \( J^1_1N \) is naturally identified with the bundle \( \mathbb{R}^n \otimes TN \) over \( N \). Third, it is not difficult to show that, under the homomorphism \( \iota_{r+1,1} : G^{r+2} \to G^1 \times J^1_1G^{r+1} \) described earlier in the text, the subgroup \( N' \) maps into \( \{e\} \times J^1_1N \), where \( e = e^1 \) is the identity in \( G^1 \).
Let $g$ be a smooth map from a neighborhood of $0 \in \mathbb{R}^n$ into $N$ whose differential $dg_0$ describes $g' \in T'$, and let $v$ be a smooth map from another neighborhood of $0$ into $J^1_{v_0}N$ such that $dv_0$ corresponds to $v'_0$, hence $v(0) = v_0$. The element $g' \cdot v'_0$ then corresponds to the differential of $\rho(g,v)$ at $0$. The condition $g' \cdot v'_0 = v'_0$ corresponds to $d\rho(g,v)_0 = dv_0$; in particular $g(0) \cdot v_0 = v_0$, so that $g(0)$ is the identity $e = e^{r+1} \in N$. With these notations and remarks, we want to show that $dg_0u = 0$ for each $u \in \mathbb{R}^n$.

Write $X_u := dg_0u \in T_eN$. Then $X_u$ is in the Lie algebra of $N$. We write for each $w \in J^1_{w_0}V$ the vector $\bar{X}_u(w)$ given by

$$\bar{X}_u(w) := \frac{d}{dt} \big|_{t=0} \rho(exp(tX_u), w).$$

$\bar{X}_u$ is a smooth vector field on $V$, whose flow is $\Phi(t)(w) = \rho(exp(tX_u), w)$. By the chain rule we obtain

$$d\rho(g, v)_0u = \bar{X}_u(v_0) + dv_0u.$$

But since $d\rho(g, v)_0 = dv_0$, we conclude that $\bar{X}_u(v_0) = 0$. As a consequence, $\rho(exp(tX_u), v_0) = v_0$ for all $t$. This means that $\exp(tX_u) \in I \cap N$, hence $\exp(tX_u)$ is the identity element for each $t$. In particular, $X_u = 0$, which is what we wanted to prove. \hfill $\square$

**Corollary 4.2** If $G$ is a rigid $A$-structure on $M$, then for each $x \in M$ there exists $s_1 = s_1(x)$ such that $\text{Iso}^{s+1}_{x,x} \rightarrow \text{Iso}^s_{x,x}$ is an isomorphism for each $s \geq s_1$.

**Proof.** The key point here is that, $G$ being an $A$-structure, the groups $\text{ Iso}^k_{x,x}$ are real algebraic groups. The corollary follows from the descending chain condition applied to algebraic groups. \hfill $\square$

**Framed definition of rigidity.** We have seen earlier that an $L$-structure of finite type produces a frame field (a complete parallelism) on $P_k$, for some $k$. The following alternative definition of rigid structures is offered in [5]: a structure $G$ is $k$-rigid if there exists a full frame field on $F^k(M)$ obtained from $G$ by a “canonical” procedure (so that an isometry of $G$ induces an isometry of the full-frame). It is claimed in [5] that “rigidity” implies “framed rigidity.”

**The Iso-relations for rigid structures.** Here and in the next few sections we study the general properties of the equivalence relation defined
by Iso$^i$ and Iso$^{loc}$. The main result is described in the next theorem. (This is stated in a somewhat more restricted form than in [10]. See also [2].) The theorem is Gromov’s partial generalization of Singer’s theorem. A detailed proof will be given in the next section.

**Theorem 4.3 (Gromov’s open-dense theorem)** Let $M$ be a smooth manifold and $\mathcal{G}$ a smooth rigid A-structure on $M$ of order $r$. Then, there exists a positive integer $s_0$ and for each $s \geq s_0$ there is an open subset $W_s \subset M \times M$ such that the following holds:

1. The equivalence classes of the Iso$^s$-relation are closed smooth submanifolds of $W_s$.

2. For each $(x, y) \in W_s$ and each $\xi \in \text{Iso}_{x,y}^s$, there exists a unique (germ of) a local isometry of $\mathcal{G}$ that sends $x$ to $y$. Furthermore, the correspondence from infinitesimal to local isometries is continuous.

3. The set $U_s$ of all $x \in M$ for which $(x, y) \in W_s$ for some $y \in M$ is open dense, and the collection of $y \in M$ such that $(x, y) \in W_s$, for each $x \in U_s$, is an open neighborhood of $x$.

**Corollary 4.4** Under the assumptions of the previous theorem, and the further assumption that Iso$^s_{x,y} \neq \emptyset$ for some big enough $s$ and all $x, y \in M$ (in other words, Iso$^s$ is transitive for some big enough $s$), then every $x \in M$ has a neighborhood $U_x$ such that Iso$^{loc}_{x,y}$ is non-empty for all $y \in U_x$. In particular, if the group of isometries of $(M, \mathcal{G})$ has a dense orbit in $M$, then $(M, \mathcal{G})$ is locally homogeneous.

**Proof.** By “locally homogeneous” it is meant that Iso$^{loc}_{x,y}$ is non-empty for all pairs $x, y \in M$. This is actually a corollary of the proof rather than the theorem itself. It will be seen in the proof of the Theorem 4.3 that the set $U_s$ is characterized by the property that, above $U_s$, $\mathcal{G}^s$ and $\bar{\mathcal{G}}^s$ have locally constant rank. But the existence of an element in Iso$^{i+1}_{x,y}$ implies that the rank of $\mathcal{G}^i$ is the same at $\xi, \eta \in F^{r+i}(M)$ for any $\xi$ (respectively $\eta$) in the fiber of $x$ (respectively $y$). Similarly for $\bar{\mathcal{G}}^i$. □

It should be noticed that the condition that $\mathcal{G}$ be an A-structure is essential. In example 12 of section 2, $\mathcal{G}$ is rigid but not of algebraic type, and in that case the orbits of the pseudo-group of local isometries are precisely the orbits of the $\mathbb{Z}$-action generated by the Anosov element, which are typically dense but never open.
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**Corollary 4.5** If $\mathcal{G}$ is a rigid $A$-structure on $M$, then $\text{Iso}(M, \mathcal{G})$ is a Lie group such that the natural action on $M$ is smooth. The Lie algebra of $\text{Iso}(M, \mathcal{G})$ is the space of Killing fields.

**Proof.** Fix $x \in U_s$ ($s \geq s_0$, as in the theorem) and consider the smooth manifold $\mathcal{T}^s := \text{Iso}^s_{x, U_s}$ comprised of the infinitesimal isometries of order $s$ sending $x$ into $U_x$. This is homeomorphic to $\mathcal{T}^{loc} := \text{Iso}^{loc}_{x, U_x}$ – the local isometries sending $x$ into $U_x$. On the other hand, a neighborhood of the identity in $\text{Iso}(M, \mathcal{G})$ (in the compact open topology) embeds into $\text{Iso}^{loc}_{x, U_x}$ with locally closed image. Therefore, $\text{Iso}(M, \mathcal{G})$ has a manifold structure with dimension no greater than the dimension of $\mathcal{T}^s := \text{Iso}^s_{x, U_s}$. Similar neighborhoods of points other than the identity are obtained by translation in $\text{Iso}(M, \mathcal{G})$. The second claim is clear. □

**Integrating infinitesimal isometries of frame fields.** We explain in detail the process of integrating infinitesimal isometries for the special case in which the geometric structure is a frame field. (Notice that a similar result for Cartan structures of finite type are reduced to the case of frame fields by an induction argument.)

Let $X_1, \ldots, X_n$ be smooth vector fields on an $n$-dimensional manifold $M$, everywhere linearly independent. The $X_i$ determines a smooth frame field on $M$. If $f$ is a smooth local diffeomorphism of $M$, we say that $f$ is an infinitesimal isometry of order $r$ of the frame field if

$$f_* X_i \overset{r}{\sim}_x X_i,$$

for each $i$, where $(f_* X)_x = df_x X(f^{-1}(x))$ represents the push-forward of a vector field $X$.

The Lie brackets of $X_1, \ldots, X_n$ can be expressed as

$$[X_i, X_j] = \sum_{k=1}^n c^k_{ij} X_k$$

where the $c^k_{ij}$ are smooth real functions on $M$.

Let $\varphi_t$ be denote the local flow of $X_i$ and define

$$\varphi^\varphi(t_1, \ldots, t_n) := (\varphi^n_{t_n} \circ \cdots \circ \varphi^n_{t_1})(x).$$

An application of the inverse function theorem shows that $\varphi^\varphi$ is a local parametrization of $M$ near $x$, that is, there exists an open neighborhood
For each \( x \in M \), denote by \( \theta^x \) the smooth map from \( U_x \) into \( \mathbb{R}^{n^3} \) defined by

\[
\theta^x := \left( c_{ij}^k \circ \varphi^x \right).
\]

The \( r \)-jet of \( \theta^x \) at \( y \) is

\[
\Theta^r(x) := (j^r\theta^x)_0 \in J^r(\mathbb{R}^n, \mathbb{R}^{n^3})_0.
\]

**Lemma 4.6** For each \( x \) and \( y \) in \( M \), \( \Theta^r(x) = \Theta^r(y) \) if and only if \( \Phi := \varphi^y \circ (\varphi^x)^{-1} \) is an infinitesimal isometry of order \( r + 1 \) of the frame field \( X_1, \ldots, X_n \) at \( x \).

**Proof.** For each \( i \), write

\[
\Phi_*X_i =: \sum_{j=1}^n h_{ij}X_j
\]

and introduce the matrix \( H = (h_{ij}) \). If \( \partial_k \) denotes the \( k \)-th coordinate vector field of \( \mathbb{R}^n \), then the definition of \( \varphi^x \) implies \( (\varphi^x_* \partial_k)_x = X_k(x) \), so that \( H \) is the identity matrix at \( y \). We need to show that all the derivatives of \( H \) of order up to \( r + 1 \) at \( y \) are 0.

Let \( S^x_i \), \( i = 1, \ldots, n \), be an \( i \)-dimensional submanifold of \( M \) diffeomorphic under \( \varphi^x \) to a neighborhood of the origin in \( \mathbb{R}^i \). Hence, \( S^x_i \) is comprised of points of the form \( \varphi^x(t^1, \ldots, t^i, 0, \ldots, 0) \). On \( S^x_i \), we have \( \varphi^x_* \partial_k = X_k \) for all \( k \geq i \). Therefore, \( \Phi \) sends \( X_k \) onto itself along \( S^x_i \), for each \( k \geq i \). This means, in particular, that \( H(z) \) is the identity matrix for \( z \in S^x_{i-1} \), so that all the derivatives of \( H \) along \( S^y_l \) of order up to \( r + 1 \) are 0. Proceeding by induction, suppose that all the derivatives of \( H \) along \( S^y_l \) at \( y \) vanish, \( l \leq n \). We want to show the same for the derivatives along \( S^y_l \). It will suffice for that to show that for each \( k, 1 \leq k \leq r + 1 \), the \( k \)-th order derivative, \( (X_i)^k H \), with respect to \( X_i \) has \( r + 1 - k \)-jet along \( S^y_{l-1} \) at \( y \) equal to 0. (Note that it is possible to set a coordinate system for a neighborhood of \( y \) in \( S^y_l \) so as to have \( X_l \) as one of the coordinate vector fields.)

Introduce the matrix \( C^{(k)} := (c_{ij}^{(k)}) \), where \( c_{ij}^{(k)} := c_{ki}^{(k)} \). It follows from \( \Phi_*[X_i, X_j] = [\Phi_*X_i, \Phi_*X_j] \) and from the fact that \( \Phi_*X_l = X_l \) along \( S^y_l \) that \( H \) satisfies on a neighborhood of \( y \) in \( S^y_l \) the equation

\[
X_lH = HC^{(l)} - (C^{(l)} \circ \Phi^{-1})H.
\]

The condition \( \Theta^r(x) = \Theta^r(y) \) is equivalent to \( C^{(l)} \) and \( C^{(l)} \circ \Phi^{-1} \) having the same \( r \)-jet at \( y \) for each \( l \). Therefore, \( X_lH \) has along \( S^y_{l-1} \) the same \( r \)-jet as
the commutator $[H, C^{(l)}] := HC^{(l)} - C^{(l)}H$, which vanishes at $y$ up to order $r + 1$ along $S_{l-1}$. Since

$$(X_i)^k H = \sum_{j=0}^{k-1} b_j^{k-1} [(X_i)^j H, (X_i)^{k-1-j} C^{(l)}]$$

(where $b_j^{k-1}$ is the binomial coefficient) it follows by a second induction that $(X_i)^k H$ vanishes along $S^q_{l-1}$ to order $r - k$ at $y$, for each $k$, as claimed. \qed

Write $E := E^0 := M \times M$ and view $E$ as a fibered manifold over $M$ with respect to the projection onto the first factor. Let $E^r$ be the space of $r$-jets of (germs of) local sections of $E$. Then $E^r$ is a smooth fibered manifold over $E^s$, $s \leq r$, and also over $M$ with respect to the projection onto the first factor. Note that $E^r$ can be identified with $J^r(M, M)$. The projection maps will be denoted by $\pi^r_0 : E^r \rightarrow E^s$ and $\pi^r : E^r \rightarrow M$. Each $\xi = j^{r+1} f_x \in E^{r+1}$ corresponds to an $n$-dimensional subspace, $L(\xi)$, of $T_x E^r$, $\xi = \pi^{r+1}_r(\xi)$, $n = \dim M$. $L(\xi)$ is defined as the image of $T_x M$ under the differential of $y \mapsto j^r f_y$ at $x$. We call $L(\xi)$ the \textit{holonomic n-plane} associated to $\xi$. It is a \textit{horizontal} subspace in the sense that it projects onto $T_x M$ under $d\pi_r^x$. The correspondence $\xi \mapsto L(\xi)$ is smooth.

Define $\Phi^r(x, y) := j^r (\phi^y \circ (\phi^x)^{-1})_x$. (This should more properly be defined as $j^r (\id, \phi^y \circ (\phi^x)^{-1})_x$, but we will continue to identify the section of $E$ with the map from $M$ into itself defined by the section.) Then $\Phi^r(E)$ is a smooth submanifold of $E^r$ diffeomorphic to $E$ under $\pi^r_0$. Also introduce the set $\Omega^r$ consisting of $x \in M$ such that the rank of $d\Theta^r_x$ is locally maximal. Note that $\Omega^r$ is an open dense subset of $M$ and the kernel $W^r(x)$ of $d\Theta^r_x$ has locally constant dimension on $\Omega^r$. Moreover, for each $r$ and $x \in M$, $W^{r+1}(x) \subset W^r(x)$ since $\Theta^r = \pi \circ \Theta^{r+1}$, where $\pi$ denotes the projection from $J^{r+1}(\mathbb{R}^n, \mathbb{R}^n)$ onto $J^r(\mathbb{R}^n, \mathbb{R}^n)$. Set

$$\Omega := \bigcap_{r=0}^{2n+2} \Omega^r.$$ 

Then, $\Omega$ is also open and dense. Moreover, for each $x \in \Omega$, there exists an $r(x)$, $0 \leq r(x) \leq 2n$ and a neighborhood $U$ of $x$ such that

$$W^{r(x)}(y) = W^{r(x)+1}(y) = W^{r(x)+2}(y)$$

and $W^{r(x)}(y)$ has constant dimension $d^r$ for $y \in U$. 
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By the local form of constant rank maps, each \( x \in \Omega \) has a neighborhood \( B \) smoothly parametrized by a product \( T \times P \), where \( P \) and \( T \) are open neighborhoods of 0 in \( \mathbb{R}^{d} \) and \( \mathbb{R}^{n-d} \), respectively, such the plaques \( \{ t \} \times P \), \( t \in T \), correspond to the submanifolds of constant \( \Theta^{r} \) in \( B \). In other words, \( B \) is a foliated box for a smooth foliation consisting of the level sets of \( \Theta^{r} \). Note that, if \( r = r(x) \), we can find for each \( x \in \Omega \) a common foliation box \( B \) for both \( \Theta^{r} \) and \( \Theta^{r+1} \) and the two foliations coincide in \( B \). It also follows that the set

\[
E^{r}_{B} := \{(x,y) \in B \times B \mid \Theta^{r}(x) = \Theta^{r}(y)\}
\]

is a smooth embedded submanifold of \( B \times B \) that maps onto \( B \) under the projection \( (x,y) \mapsto x \) and that \( E^{r}_{B} \) coincides with \( E^{r+1}_{B} \) for \( r = r(x) \). Introduce a submanifold of \( E^{r+2} \) given by

\[
I^{r+2}_{B} := \Phi^{r+2}(E^{r}_{B})
\]

which is diffeomorphic to \( E^{r}_{B} \) under the projection \( \pi^{r}_{0} \). To keep the notation uniform in what follows, we also introduce \( E^{r-1}_{B} := B \times B, I^{1}_{B} := \Phi^{1}(E^{1}_{B}) \). By the previous lemma, elements of \( I^{s+1}_{B} \) are infinitesimal isometries of order \( s \) of the frame field, for \( s \geq 0 \).

Note that, if \( E^{r-2}_{B} = E^{r-1}_{B} = E^{r}_{B} \) for some \( r \geq 1 \) (this is the case if \( r - 2 = r(x) \)), then the following is a sequence of diffeomorphisms, the maps being the natural jet projections:

\[
I^{r+2}_{B} \to I^{r+1}_{B} \to I^{r}_{B} \to E^{r}_{B}.
\]

We denote by \( \eta_{r} : T^{r}_{B} \to I^{r+1}_{B} \) the inverse to the second map in the sequence.

**Lemma 4.7** For each \( r \) and \( a \in I^{r}_{B} \), the holonomic n-plane \( L(\eta_{r}(a)) \) is a subspace of \( T_{a}I^{r}_{B} \).

**Proof.** Since the problem is local, we may assume that \( M = \mathbb{R}^{n} \). An element \( j^{r+1}f_{x} \) of \( I^{r+1}_{B} \), \( y = f(x) \), is characterized by the property that the \( r \)-jets of \( f_{*}X_{i} \) and of \( X_{i} \) at \( y \) coincide for each \( i \). In other words,

\[
D^{\alpha}(f_{*}X_{i} - X_{i})_{y} = 0
\]

for all \( \alpha \) such that \(|\alpha| \leq r \). A tangent vector in \( T_{a}I^{r}_{B} \) is a vector of the form \( \frac{d}{dt}|_{t=0}j^{r}(f^{x(t),y(t)})_{x(t)} \), where \( f^{x(t),y(t)} \) is a one-parameter family of local diffeomorphisms sending a differentiable curve \( x(t) \in M, x(0) = x, y(t), y(0) = y, \) such that \( j^{r}(f^{x,y})_{x} = a \) and

\[
\frac{d}{dt}|_{t=0}D^{\alpha}[(f^{x(t),y(t)})_{*}X_{i} - X_{i}]_{y(t)} = 0
\]
for all $\alpha$, $|\alpha| \leq r - 1$. By the chain rule, this is satisfied by $j^r (f^x(t), y(t))_{x(t)} := j^r f_{x(t)}$, where $j^{r+1} f_x = \eta(\alpha)$ and $x(t)$ is any differentiable curve on $M$ such that $x(0) = x$ and $y(t) := f(x(t))$. □

The previous discussion shows that the map $\eta_r : \mathcal{I}_B^r \to \mathcal{I}_B^{r+1}$ gives rise to an $n$-plane distribution on $\mathcal{I}_B$. It turns out that this distribution is involutive. Therefore, it corresponds to the tangent bundle of a local foliation with leaves of dimension $n$, and each leaf is the $r$-jet of a local section of $E$, hence a local isometry of the frame field. This is a consequence of a version of the classical Frobenius theorem, which is formulated and proved in the next section. The conclusion is the following:

**Proposition 4.8** Let $M$ be a smooth manifold and $X_1, \ldots, X_n$ a smooth frame field on $M$. Then there exists an open dense subset in $M$ covered by a collection of open sets $B_\alpha$, $\alpha \in I$, such that for each $\alpha$ and each pair $x, y \in B_\alpha$ for which one can find an infinitesimal isometry (at $x$) of the frame field, of order $2n + 3$, sending $x$ to $y$, then there exists a unique local isometry defined on a neighborhood of $x$ whose $2n+4$-jet at $x$ is that given by the infinitesimal isometry.

**Analytic structures.** We state here some special properties enjoyed by analytic structures. For the proof of the next theorem, the reader is referred to [10]. Notice that the second part of Theorem 4.9 is a generalization of Theorem 3.4.

**Theorem 4.9 (Gromov)** Suppose that $M$ is a connected analytic manifold, and that $\mathcal{G}$ is an analytic rigid A-structure.

1. Let $M$ be compact. Then, there exists an integer $k$ and, for each $x \in M$, there exists a neighborhood $U_x$ of $x$ such that an infinitesimal isometry of order $k$ or greater, taking $x$ into $U_x$, extends to a local isometry (whose germ is uniquely determined).

2. If $M$ is simply connected, then every local Killing field of $\mathcal{G}$ defined on a connected nonempty open set extends uniquely to a global Killing field.

**Theorem 4.10 (Gromov)** If $\mathcal{G}$ is a rigid analytic A-structure and $M$ is compact and simply connected, then $\text{Iso}(M, \mathcal{G})$ has finitely many connected components. The same holds for each isotropy subgroup $\text{Iso}(M, \mathcal{G})_x$, $x \in M$. 28
5 Proof of Gromov’s open-dense theorem

The main purpose of this section is to provide a proof of Theorem 4.3.

**The Frobenius theorem.** Let $\pi : E \to M$ be a fibered manifold over an $n$-dimensional manifold $M$. This means that $\pi$ is a surjective submersion. The set of all $k$-jets of (local) sections of $E$ is also a fibered manifold over $M$. It will be denoted by $\pi^k : J^kE \to M$. If $s : U \to E$ is a section of $\pi$ (defined on some open set $U$), its $k$-jet $j^k s$ is a section of $J^kE$ over $U$. We identify $J^0E$ with $E$ and denote by $\pi^{k-1} : J^kE \to J^{k-1}E$ the natural projection. (See, for example, [9] for the general properties of $J^sE$.)

A section $\sigma : M \to J^sE$ (of class $C^l$) is said to be holonomic if it coincides with the $s$-jet of a $(C^{s+l})$ section of $E$. An $n$-dimensional subspace of $T_\eta J^sE$ is said to be tangent at $\eta$ to a local holonomic $C^1$ section. Notice that such a subspace is transverse to the tangent space of the fiber of $J^sE$ at $\eta$, hence it projects onto $T_x M$, for $x = \pi^s(\eta)$.

Let $\xi$ be a point of $J^kE$ and $u$ a section of $E$ over a neighborhood of $x = \pi(\xi)$ such that $(j^k u)_x = \xi$. Let $\tilde{\sigma}$ denote the section $j^{k-1} u$ of $J^{k-1}E$ over that neighborhood. Notice that the differential $d\tilde{\sigma}_x : T_x M \to T_{\pi^{k-1}\xi} J^{k-1}E$ only depends on $\xi$, and not on the choice of the section $u$. We denote by $L(\xi)$ the image of $T_x M$ under $d\tilde{\sigma}_x$. Therefore, $L(\xi)$ is a holonomic $n$-dimensional transverse subspace of $T_{\pi^{k-1}\xi} J^{k-1}E$.

The bundle $J^{r+s}E$ has a natural embedding into $J^r J^sE$ given by:

$$(j^{r+s}u)_x \mapsto j^r (j^s u)_x.$$ 

It follows from the definitions that if $\mathcal{R}$ is a submanifold of $J^sE$ such that $\pi^s|\mathcal{R} : \mathcal{R} \to M$ is also a fiber bundle, then

$$J^k(J^l \mathcal{R}) \cap J^{k+l} J^sE = J^{k+l} \mathcal{R}.$$ 

A subset $\mathcal{R}$ of $J^sE$ will be called a partial differential relation (PDR) of order $s$. (See [11].) The $l$-prolongation of $\mathcal{R}$ is the subset set of $J^{s+l}E$ defined by

$$\mathcal{R}^l = J^l \mathcal{R} \cap J^{r+l}E.$$ 

$\text{Iso}^k$ as a PDR. We can view the set of infinitesimal isometries as a partial differential relation, and a local isometry can be regarded as a solution of that system. This is done as follows. Let $M$ be a smooth $n$-dimensional manifold and consider the trivial fiber bundle $E = M \times M \to M$ defined by the projection on the first factor. A section, $s(x) = (x, f(x))$, of this bundle is the graph of a map $f : M \to M$. The partial differential relation
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$\mathcal{R}$ corresponding to $\text{Iso}^k$ for some geometric structure on $M$ of order $r$ is then the set of all $(x, \xi)$ where $\xi \in \text{Iso}^k_{x,y}$, for some $x, y \in M$. In this way, the set $\mathcal{R}^l$ corresponds to $\text{Iso}^{k+l}$.

We return now to a general $E$.

**Lemma 5.1** Let $\mathcal{R} \subset J^sE$ be a PDR and consider a given $\xi \in \mathcal{R}$. Suppose that there exists a neighborhood $U \subset J^sE$ of $\xi$ and a smooth map $F : U \to \mathbb{R}^N$, having constant rank, such that $\mathcal{R} \cap U = F^{-1}(0)$. (In particular, $\mathcal{R}$ is smooth near $\xi$.) If $\xi' \in \mathcal{R}^1$ maps to $\xi$ under the natural projection, then $L(\xi') \subset T_\xi \mathcal{R}$.

**Proof.** The condition $\xi' \in J^1\mathcal{R}$ means that $\xi' = j^1 \varphi_x$, where $\varphi$ is a local section of $\mathcal{R}$ such that $\varphi(x) = \xi$. Therefore, $F \circ \varphi = 0$, so that $dF \circ d\varphi_x = 0$. But $L(\xi') = d\varphi_x T_x M$ and $T_\xi \mathcal{R} = \text{ker} dF \xi$, and the claim follows. \(\square\)

We say that $\mathcal{R} \subset J^sE$ is $C^k$ complete if the restriction to $\mathcal{R}$ of the natural projection $\pi^s_{s-1}$ from $J^sE$ to $J^{s-1}E$ is a $C^k$ diffeomorphism from $\mathcal{R}$ onto its image $\mathcal{R}_0$.

If the PDR consists of the infinitesimal isometries of order $s = r + u$, then the condition that it be complete means that each infinitesimal isometry of order $r + u - 1$ in the set $\mathcal{R}_0$ uniquely determines an infinitesimal isometry of order $r + u$, and that the correspondence is a $C^k$ function.

Suppose that $\mathcal{R}$ is $C^k$ complete, and let $h : \mathcal{R}_0 \to \mathcal{R}$ be the inverse map to $\pi^s_{s-1} | \mathcal{R} : \mathcal{R} \to \mathcal{R}_0$. If $\eta \in J^{s-1}E$ and $\xi \in J^sE$ such that $\pi^s_{s-1}(\xi) = \eta$, then $\xi$ determines a holonomic $n$-plane in $T_\eta J^{s-1}E$, which we denoted $L(\xi)$. Therefore, we obtain a $C^k$ distribution of holonomic $n$-planes $\eta \mapsto \Delta(\eta) := L(f(\eta)), \eta \in \mathcal{R}_0$.

A partial differential relation $\mathcal{R}$ is said to be consistent if, for each $\xi \in \mathcal{R}$ there exists a local section $\sigma : U \to J^sE$, $U$ open in $M$, such that $\sigma(x) \in \mathcal{R}$ for all $x \in U$, $\sigma(x_0) = \xi$ for some $x_0 \in U$, $\sigma$ is differentiable at $x_0$ and

$$d\sigma_{x_0} T_{x_0} M = L(\xi')$$

for some $\xi' \in J^{s+1}E$ such that $\pi^{s+1}_{s-1}(\xi') = \xi$. In other words, for each $\xi \in \mathcal{R}$ there exists a local section of $J^sE$ taking values in $\mathcal{R}$, passing through $\xi$, and tangent at $\xi$ to a holonomic $n$-plane.

**Lemma 5.2** If $\mathcal{R}$ is both $C^k$ complete and consistent, the $n$-plane $\Delta(\eta)$ is, for each $\eta \in \mathcal{R}_0$, tangent to $\mathcal{R}_0$. In particular, the projection

$$\pi^{s-1}|_{\mathcal{R}_0} : \mathcal{R}_0 \to M$$

is a submersion whose fibers are everywhere transverse to $\Delta$.  
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Proof. First notice that for each $\xi' \in J^{s+1}E$ and $\xi = \pi_{s+1}^s(\xi') \in J^sE$, it is immediate from the definition of $L$ that

$$(d\pi_{s-1}^s)\xi L(\xi') = L(\xi).$$

Let $\sigma$ be as in the definition of consistency and set $\sigma_0 := \pi_{s-1}^s \circ \sigma$. Completeness and the definition of $\Delta$ imply that $\Delta \circ \sigma_0 = L \circ \sigma$. Writing $\eta = \sigma(x_0)$, $\xi = \sigma(x)$, then $\Delta(\eta) = (d\pi_{s-1}^s)\xi L(\xi')$ for each $\xi'$ that projects to $\xi$ under $\pi_{s+1}^s$. On the other hand, by the definition of consistency again, there exists $\xi'$ such that $d\sigma_x T_x M = L(\xi')$, so that

$$\Delta(\eta) = (d\pi_{s_1}^s)\xi d\sigma_x T_x M = d(\pi_{s-1}^s \circ \sigma)_x T_x M = (d\sigma_0)_x T_x M.$$

Since $\sigma_0$ is a local section of $R_0$, this proves the claim. \hfill $\square$

For the next lemma we set $X = J^{s-1}E$ and $\pi = \pi^{s-1}$.

**Lemma 5.3** Let $R_0$ be a submanifold of $X|_U$, where $U$ is an open subset of $M$, and suppose that $\pi|_{R_0} : R_0 \to U$ is a (trivial) fiber bundle. Let $\Delta$ be a $C^1$ $n$-plane distribution in $R_0$ and suppose that there exists a $C^1$ map $h : R_0 \to J^1X$ such that $\pi_1^1 \circ h$ is the identity on $R_0$ and

$$dh_\eta \Delta(\eta) = L(\xi')$$

for some $\xi' \in J^2X$ such that $\pi_1^2(\xi') = h(\eta)$. Then $\Delta$ is involutive.

**Proof.** First notice that $h$ takes values in $J^1R_0$ since $dh_\eta \Delta(\eta) = L(\xi')$ implies that $L(h(\eta)) = \Delta(\eta)$. Furthermore, writing $\Delta(\eta) = du_x T_x M$ for a local section $u$ of $R_0$ through $\eta$, we see that

$$L(\xi') = dh_\eta \Delta(\eta) = L(j^1(h \circ u)_x)$$

so that $\xi' = j^1(h \circ u)_x \in J^1J^1R_0 \cap J^2X = J^2R_0$. Therefore, there is no loss of generality in assuming that $R_0 = X$ and that $X = U \times V$, where $U$ and $V$ are open subsets of $\mathbb{R}^n$ and $\mathbb{R}^q$, respectively.

We choose coordinates $(x^i, u^j)$ on $X$ adapted to the product, where $(x^i)$ are coordinates for the base $U$ and $(u^j)$ are coordinates for the fiber $V$. To obtain coordinates for the jet bundles $J^1X$, $J^2X$ and $J^1J^1X$, first recall that $1_i$ stands for the multiindex vector of dimension $n$ with entries $0$ or $1$, with $0$ at all but the $i$-th entry. The multiindex $1_i + 1_k$ is defined by vector addition. If $\alpha = (\alpha_1, \ldots, \alpha_n)$ is a multiindex vector, define

$$w^j_\alpha (j^s \sigma_x) = D^0_{\alpha_1} \cdots D^n_{\alpha_n} (w^j \circ \sigma)_x$$
where $D_i$ indicates the partial derivative in $x_i$. This produces coordinates $(x^i, u^j, u^j_{1i})$ on $J^1X$ and $(x^i, u^j, u^j_{1i}, u^j_{1i+1k})$ on $J^2X$. For $J^1J^1X$ we introduce coordinates $(x^i, u^j, v^j_{1i}, v^j_{1i,1k})$, where $v^j_{1i}(j^1 \sigma_x) = D_i(u^j \circ \sigma)_x$ and $v^j_{1i,1k}(j^1 \sigma_x) = D_k(u^j_{1i} \circ \sigma)_x$. We point out that an element $\eta \in J^1J^1X$ belongs to $J^2X$ if and only if $v^j_{1i}(\eta) = u^j_{1i}(\eta)$ and $v^j_{1i,1k}(\eta)$ is symmetric in $l$ and $k$.

The function $h$ can now be written as

$$h(x^i, u^j) = (x^i, u^j, h^j_{1i}(x, u)).$$

The $n$-plane distribution $\Delta$ is determined by $h$ since $\Delta(\eta) = L(h(\eta))$. The lift of the coordinate vector fields $\partial / \partial x^i$ to $\Delta$ is

$$X_i := \frac{\partial}{\partial x^i} + \sum_m h^m_{1i}(x, u) \frac{\partial}{\partial u^m}.$$

Then $\Delta$ is the linear span of the $X_i$ and their Lie bracket is easily calculated:

$$[X_i, X_j] = \sum_m (a^m_{ij} - a^m_{ji}) \frac{\partial}{\partial u^m}$$

where

$$a^j_{ik} := \frac{\partial h^j_k}{\partial x^i} + \sum_m h^m_i h^j_k \frac{\partial}{\partial u^m}.$$

Therefore the lemma will follow once we prove that $a^j_{ik}$ is symmetric in $l$ and $k$.

We can express the condition $dh_\eta \Delta(\eta) = L(\xi)$ in the following way. Suppose that $u(x) = (x, f(x))$ is a local section of $X$ such that $du_x T_x M = \Delta(\eta)$. From

$$h(u(x)) = (x^i, f^j(x), h^j_{1i}(x, f(x)))$$

we obtain

$$j^1(h \circ u)_x = (x^i, f^j(x), h^j_{1i}(x, f(x)); \frac{\partial f^j}{\partial x^i}(x), A^j_{1i,k}(x))$$

where

$$A^j_{1i,k}(x) := \frac{\partial h^j_k}{\partial x^i}(x, f(x)) + \sum_m \frac{\partial h^j_k}{\partial u^m}(x, f(x)) \frac{\partial f^m}{\partial x^i}(x).$$

But $j^1(h \circ u)_x = (j^2 v)_x$ for some local section $v$ of $X$, so that

$$h^j_{1i}(x, f(x)) = \frac{\partial f^j}{\partial x^i}(x) \text{ and } A^j_{1i,k}(x) = A^j_{k,1i}(x).$$
These two sets of equations imply that $a^j_{i,k} = a^j_{k,i}$, as claimed. □

**Lemma 5.4** A section of $J^kE$ is holonomic if and only if it is everywhere tangent to a holonomic $n$-plane.

**Proof.** Since the problem is local we may assume that $E = \mathbb{R}^n \times \mathbb{R}^m$. A section of $J^kE$ is then given by $x \mapsto (x, \{\eta_\alpha(x)\}_\alpha)$ such that for each multiindex $\alpha = (\alpha_1, \ldots, \alpha_n)$, with $\alpha_1 + \cdots + \alpha_n \leq k$, $\eta_\alpha$ is a function from $\mathbb{R}^n$ into $\mathbb{R}^m$.

The section $\eta$ is holonomic exactly when $\eta_\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n} \eta_0$, for each $\alpha$, and it is tangent at every point to a holonomic $n$-plane if and only if, for each multiindex $\beta$, $\beta_1 + \cdots + \beta_n \leq k-1$, and each $i = 1, \ldots, n$, $D_i \eta_\beta = \eta_{\beta+1i}$. The claim follows from this remark by induction. □

**Theorem 5.5 (Frobenius)** Let $\mathcal{R}$ be a locally closed (that is, open in its closure) $C^k$ submanifold of $J^sE$, $k \geq 1$. Suppose that $\mathcal{R}$ is $C^k$ complete and consistent. Then, through each $\eta \in \mathcal{R}$ passes a local $C^k$ solution of $\mathcal{R}$. The germ of solution at $\eta$ is unique.

**Proof.** We already know that $\Delta$ is involutive. The classical Frobenius theorem implies that through each $\eta \in \mathcal{R}_0$ passes a unique (germ of) integral manifold of $\Delta$. The restriction of $\pi^{-1}$ to that integral manifold is a submersion, hence invertible near $\eta$ by the inverse function theorem. Therefore, we obtain a local section $\sigma_0$ of $J^{s-1}E$ that passes through $\eta$ and is everywhere tangent to $\Delta$. Since $\Delta$ is a distribution of holonomic planes, the previous lemma implies that the section is also holonomic. □

**Orbits of the Iso$^i$-relations.** A key remark made earlier about the orbits of the Iso$^i$-relations is that these orbits coincide with the level sets of the quotient map

$$\tilde{G}^i : M \to J^1_n V/G^r+i.$$  

(See Proposition 3.1.) If $J^1_n V/G^r+i$ were a manifold, $\tilde{G}^i$ would be a smooth map, there would be an open and dense subset of $M$ on which $\tilde{G}^i$ would have locally constant rank, and in that open set the level sets of $\tilde{G}^i$ would comprise a smooth foliation by closed submanifolds.

Although $J^1_n V/G^r+i$ may fail to be a manifold, Rosenlicht’s Theorem 10.2 (appendix C) will imply that these remarks still hold on an open dense subset of $M$. 33
Lemma 5.6 Let $\mathcal{G}$ be a smooth $A$-structure on $M$ of order $r$. Then for each $i \geq 0$ there exists an open dense subset $U_i \subset M$ on which $\mathcal{G}^i$ is smooth and such that:

1. For each $x \in U_i$ there exists (i) a neighborhood $U_x \subset U_i$ of $x$ and (ii) a smooth submanifold $W \subset J^n_x V$ whose image $\bar{W}$ in $J^n_x V/G^{r+i}$ carries a smooth manifold structure such that $\mathcal{G}^i|_{U_x} : U_x \to \bar{W}$ is a smooth map.

2. $\mathcal{G}^i$ has locally constant rank on $U_i$.

3. $\mathcal{G}^i$ has locally constant rank on $F^{r+i}(M)|_{U_i}$.

Proof. There is no loss of generality in assuming that $i = 0$ and $J^n_0 V = V$. By Rosenlicht’s theorem there exists a finite partition of $V$ into $G^r$-invariant real varieties $V = V_0 \cup V_1 \cup \cdots \cup V_l$ such that, for each $0 \leq i \leq l$ the union $V_i \cup \cdots \cup V_l$ is Zariski closed in $V$, $V_i$ is a Zariski open subset of $V_i \cup \cdots \cup V_l$ and $V_i \to V_i/H$ is a smooth fibration. Let $i$ be the first index for which $V_i$ intersects nontrivially the image of $\mathcal{G}$. Then $\mathcal{G}^{-1}(V_i)$ is a non-empty open subset of $F^r(M)$. It is also $G^r$-invariant since $\mathcal{G}$ is $G^r$-equivariant, so that there exists $U \subset M$ such that $\mathcal{G}^{-1}(V_i) = \pi^{-1}(U)$, where $\pi : F^r(M) \to M$ is the natural projection. But now the quotient map $\bar{\mathcal{G}}$ restricted to $U$ is a smooth map into the smooth manifold $V_i/H$. If $U$ is not already dense, we can apply the same argument to $\bar{\mathcal{G}}$ restricted to the open subset of $F^r(M)$ that projects to the interior of the complement of $U$. After a finite iteration of this procedure we obtain an open dense subset of $M$, still denoted $U$, on which $\bar{\mathcal{G}}$ is smooth.

$U$ contains an open and dense subset $U'$ in which the rank of $\bar{\mathcal{G}}$ is locally maximal, hence locally constant. By the equivariance of $\mathcal{G}$ there is another open dense subset $U'' \subset M$ such that $\mathcal{G}$ has locally constant rank on $F^r(M)|_{U''}$. The intersection $U' \cap U''$ is the desired open dense set. $\square$

Define $\tilde{I} = p^{-1}(I\sigma^i)$, where $p : F^{r+i}(M) \times F^{r+i}(M) \to D^{r+i}(M)$ is the projection and $D^{r+i}(M) = (F^{r+i}(M) \times F^{r+i}(M))/G^{r+i}$ (cf. paragraph right before Proposition 3.1). If $\Delta$ is the diagonal in $J^n_x V$, then $(\mathcal{G}^i \times \mathcal{G}^i)^{-1}(\Delta)$ contains the diagonal in $U_i \times U_i$. On the other hand, for each $\xi \in U_i$, $(\xi, \xi)$ has a neighborhood in $U_i \times U_i$ on which $\mathcal{G}^i \times \mathcal{G}^i$ has constant rank. Therefore, on that neighborhood $\tilde{I}$ is a smooth closed submanifold. Since $\tilde{I}$ is saturated by the orbits of $p$, we also have that Iso$^i$ is smooth on a neighborhood of $j^{r+k}id$ (the $r+k$-jet of the identity) at $x \in U_i$.

Let $\mathcal{R}^i$ be the graph of the Iso$^i$-relation in $M$, so that $\tilde{I}$ is mapped onto $\mathcal{R}^i$ under the natural projection from $F^{r+i}(M) \times F^{r+i}(M) \to M \times M$. By
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the same argument used for \( \tilde{I} \) we conclude that \( \tilde{R} \) is a smooth submanifold on a neighborhood of \((x,x)\) in \( \tilde{U}_i \times \tilde{U}_i \).

**Lemma 5.7** Let \( x \in U_i \). Then on a neighborhood of \( j^{r+i} \text{id}_x \) in \( D^{r+i}(M) \) the projection \( \text{Iso}^i \rightarrow \tilde{R}^i \) is a submersion.

**Proof.** It suffices to show that the linear projection \( T_{(\xi,\xi)} \tilde{I} \rightarrow T_{(x,x)} \tilde{R}^i \) is surjective, for each \( \xi \in U_i \). This in turn is equivalent to the kernel of \( dG_{\xi}^i \) in \( T_\xi F^{r+i}(M) \) mapping onto the kernel of \( dG_{\xi}^i \) in \( T_x M \). Let \( x \) be the base point of \( \xi \) and denote by \( \xi \cdot G^{r+i} \) the fiber of \( x \) in \( F^{r+i}(M) \). Similarly, let \( G^{r+i} \cdot G^i(\xi) \) denote the orbit of \( G^i(\xi) \) in \( J_n V \). By the equivariance of \( G^i \) we have

\[
dG_{\xi}^i T_{(\xi \cdot G^{r+i})} = T_{G^i(\xi)}(G^{r+i} \cdot G^i(\xi)).
\]

Let \( v \in T_x M \) lie in the kernel of \( dG_{\xi}^i \) and choose any \( w \in T_\xi F^{r+i}(M) \) that projects onto \( v \). The vector \( dG_{\xi}^i w \in T_{G^i(\xi)} J_n V \) lies in the kernel of the projection \( T_{G^i(\xi)} \rightarrow T_{G^i(\xi)} (J_n V)/G^{r+i} \), hence \( dG_{\xi}^i w = dG_{\xi}^i w' \) for some \( w' \in T_\xi (\xi \cdot G^{r+i}) \). But \( z = w - w' \) still maps to \( v \) under the projection \( T_\xi F^{r+i}(M) \rightarrow T_x M \), and is moreover in the kernel of \( dG_{\xi}^i \).

**Lemma 5.8** Let \( G \) be a smooth rigid geometric A-structure of order \( r \) and type \( V \) on a smooth manifold \( M \). Then there exists a positive integer \( s \), an open dense \( U \subset M \) and, for each \( x \in U \), a neighborhood \( U_x \) of \( x \) such that each element of \( \text{Iso}^i(M,G)_{x,y} \), for \( i \geq s \), \( x \in U \), and \( y \in U_x \), is the \( r+i \)-jet at \( x \) of an element of \( \text{Iso}^{\text{loc}}(M,G) \) sending \( x \) to \( y \), whose germ is uniquely determined by its \( r+i \)-jet. Furthermore, the correspondence is continuous.

**Proof.** The definition of rigid structure implies that the dimensions of the manifolds \( \text{Iso}^s \) stabilize after some \( s_0 \). That means that the projection \( \text{Iso}^{s+1} \rightarrow \text{Iso}^s \) (over the open sets described above) can be inverted. This is what is needed to apply the version of the Frobenius theorem discussed earlier.

Theorem 4.3 is now a consequence of the previous lemmas.

**6 Geometry and Dynamics**

This section discusses some aspects of the interaction between a geometric structure and the dynamics of its group of isometries. The main results of
the section are due to R. Zimmer. (See, for example, [23]) We will make use of basic results in the theory of dynamical systems as well general facts concerning algebraic actions and semisimple groups. Appendices A, B, and C provide the necessary background.

The first remark is that a geometric structure whose isometry group acts topologically transitively on $M$ (that is, has a dense orbit) must be “essentially” an $L$-structure. This is due to the next proposition.

**Proposition 6.1.** Let $V$ be a real algebraic $H$-space and $P$ a principal $H$-bundle over a manifold $M$. Let $G : P \to V$ be a $C^r$, $r \geq 0$, $H$-equivariant map and suppose that a group $G$ of automorphisms of $P$ acts topologically transitively on $M$. Suppose moreover that $G$ is $G$-invariant. Then, there exists an open and dense $G$-invariant subset $U$ of $M$ such that $G$ maps $P \mid U$ onto a single $H$-orbit, $H \cdot v_0 \subset V$, for some $v_0 \in V$. The set $G^{-1}(v_0) \subset P$ is a $C^r$ $G$-invariant $L$-reduction of $P$, where $L \subset H$ is the isotropy subgroup of $v_0$. If $H \cdot v_0$ is a closed subset of $V$, then $U = M$.

**Proof.** Suppose that $x_0 \in M$ has a dense $G$-orbit in $M$ and let $\xi_0 \in P_{x_0}$ be any point in the fiber of $P$ above $x_0$. Set $v_0 = G(\xi_0)$ and denote by $W$ the closure of the $H$-orbit of $v_0$ in $V$. Since the $G$-orbit of $x_0$ is dense in $M$, the $G \times H$-orbit of $\xi_0$ is also dense in $P$, and maps into $H \cdot v_0$. Therefore $G$ maps $P$ into $W$. By the general properties of algebraic actions (see appendix C) $H \cdot v_0$ is open in $W$, so $G^{-1}(H \cdot v_0)$ is an open and dense subset of $P$. This set is saturated by $H$-orbits since $G$ is $H$-equivariant, hence it is of the form $P \mid U$ for some open and dense subset $U \subset M$. Moreover, $U$ is $G$-invariant since $G$ is itself $G$-invariant. If $H \cdot v_0$ is closed in $V$, then $W = H \cdot v_0$, so that $U = M$. Once we know that $G$ maps into a single $H$-orbit, the remaining claims follow.

The same ideas also prove the measurable counterpart of the previous proposition. (This is a version of the *cocycle reduction lemma* of [22].)

**Proposition 6.2** Let $V$ be a real algebraic $H$-space and $P$ a principal $H$-bundle over a second countable metrizable space $M$. Let $G : P \to V$ be a measurable $H$-equivariant map and suppose that a group $G$ of automorphisms of $P$ acts ergodically on $M$ with respect to a quasi-invariant measure $\mu$, and leaves $G$ invariant. Then, there exists a $G$-invariant measurable conull subset $U$ of $M$ such that $G$ maps $P \mid U$ into a single $H$-orbit $H \cdot v_0$ in $V$. The pre-image of $v_0$ under $G$ defines a measurable, $G$-invariant $L$-reduction of $P \mid U$. 
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Proof. $H$-equivariance of $G$ implies that $G$ induces a $G$-invariant measurable map $\overline{G} : M \to V/H$. The $H$-action on $V$ is tame, since it is an algebraic action. It follows that $\overline{G}$ is constant a.e.; therefore $\overline{G}$ sends a $G$-invariant set $P|_U$, $\mu(M - U) = 0$, into a single orbit in $V$. □

Corollary 6.3 Let $G : F^r(M) \to V$ be a continuous geometric structure on $M$ and suppose that $\text{Iso}(M, G)$ has a dense orbit in $M$. Then, over an open dense $\text{Iso}(M, G)$-invariant subset $U \subset M$, $G$ is an $L$-reduction. A similar result holds in the measurable case.

The algebraic hull. Suppose that a group $G$ acts by automorphisms of a principal $H$-bundle $P$ and that the $G$-action on the base $M$ preserves a measure class represented by a probability measure $\mu$. We say that $Q \subset P$ is a $G$-invariant measurable $L$-reduction of $P$ if $Q$ is a measurable $L$-reduction of $P|_U$, for some $G$-invariant, $\mu$-conull, measurable subset $U \subset M$ and the $G$-action on $P$ restricts to a $G$-action on $Q$.

Proposition 6.4 (Zimmer) Let $M$ be a second countable metrizable $G$-space with a quasi-invariant probability measure $\mu$. Suppose that the action is ergodic with respect to $\mu$. Let $H$ be a real algebraic group and let $P$ be a measurable principal $H$-bundle on which $G$ acts by bundle automorphisms over the $G$-action on $M$. Then:

1. There exists a real algebraic subgroup $L \subset H$ and a $G$-invariant measurable $L$-reduction $Q \subset P$ such that $Q$ is minimal; i.e., $Q$ does not admit a measurable $G$-invariant $L'$-reduction for a proper real algebraic subgroup $L'$ of $L$.

2. If $Q_1$ and $Q_2$ are $G$-invariant reductions with groups $L_1$ and $L_2$ resp., satisfying the above minimality property, then there is an $h \in H$ such that $L' = hLh^{-1}$ and $Q_2 = Q_1h^{-1}$.

3. Any $G$-invariant measurable $L'$-reduction of $P$, for real algebraic $L'$, contains a $G$-invariant measurable $L''$-reduction, where $L''$ is a conjugate in $H$ of the minimal $L$ obtained in item 1.

Proof. Let $Q_1 \supset Q_2 \supset \cdots$ be a nested sequence of invariant reductions with groups $L_1 \supset L_2 \supset \cdots$. The groups $L_i$ form a descending chain of real algebraic groups. By the descending chain condition the sequence must stabilize at a finite level, so that a minimal reduction must exist.
The uniqueness claimed in item 2 can be seen as follows. A $G$-invariant $L_i$-reduction, $Q_i$, yields a $G$-invariant $H$-equivariant map

$$G_i : P \rightarrow H/L_i.$$ 

Taking the product $G_1 \times G_2$, we obtain a $G$-invariant, $H$-equivariant map

$$G : P \rightarrow H/L_1 \times H/L_2.$$ 

The right-hand side is an $H$-space for the natural product action. Applying the measurable reduction lemma to $G_i$, we conclude that $G_i$ maps $P|_U$ onto a single $H$-orbit in $H/L_1 \times H/L_2$, where $U$ is a conull subset of $M$. We denote that orbit by $H \cdot (h_1L_1, h_2L_2)$. The isotropy group of $(h_1L_1, h_2L_2)$ is

$$L = \{ h \in H \mid hh_1L_1 = h_1L_1, hh_2L_2 = h_2L_2 \}$$

and we have a $G$-invariant measurable $L$-reduction $Q$ of $P$. Notice that $L \subset h_1L_1h_1^{-1} \cap h_2L_2h_2^{-1}$. $L$ cannot be a proper subgroup of $h_1L_1h_1^{-1}$ since, otherwise, $Qh_i$ would define a proper reduction of $Q_i$, contradicting the minimality of $Q_i$. Therefore, $Qh_i = Q_i$, $i = 1, 2$, proving 2. Notice that the same argument also shows 3. \qed

We give next the $C^r$ counterpart of the previous result.

**Proposition 6.5** Let $P$ be a principal $H$-bundle over a manifold $M$. Suppose that a group $G$ acts by bundle automorphisms of $P$ so that the action on $M$ is topologically transitive. Then, for each $r \geq 0$, there exists a real algebraic subgroup $L \subset H$ and a $G$-invariant $C^r$ $L$-reduction $Q \subset P|_U$, over a $G$-invariant dense open subset $U \subset M$, such that $Q$ is minimal in the same sense already defined in the previous proposition. Moreover, the conclusions 2 and 3 of Proposition 6.4 also hold here after replacing “measurable” by “$C^r$” and taking into account that all reductions are only defined over a $G$-invariant open and dense subset of $M$.

**Proof.** This is shown following the same lines of the previous proof, using the $C^r$ form of the reduction lemma. \qed

The conjugacy class of the group $L$ obtained above is called the $C^r$ (resp., the measurable) *algebraic hull* of the $G$-action on $P$. By abuse of language, we sometimes call $L$ itself the algebraic hull. If the action is not ergodic, we should regard the algebraic hull as a map from the ergodic components of a quasi-invariant measure into the conjugacy classes of algebraic subgroups of $P$. 
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If $G$ is a Lie group that acts via a smooth action on a manifold $M$, then $G$ also acts on each of the frame bundles $F^r(M)$. An interpretation of Propositions 6.4 and 6.5 is that it is possible to define a “maximal A-structure” of order $r$ that is invariant under $G$ and is, in a sense, unique.

The interest in understanding the algebraic hull of a $G$-action begins to be justified by the next proposition. It says, in part, that the algebraic hull of the action sets a “lower bound” on the size of the groups $\text{Iso}^i_{x,x}(M, G)$ for any A-structure $G$ invariant under the action and almost all $x \in M$.

**Proposition 6.6** Let $G$ be a Lie group that acts smoothly on a manifold $M$ so as to preserve a geometric A-structure of order $r$. Let $L_i \subset G^{r+i}$ be (a representative) of the measurable algebraic hull of the $G$-action (by automorphisms on $F^{r+i}(M)$) with respect to an ergodic quasi-invariant measure on $M$. Then for almost all $x \in M$, and each $i \geq 0$, the group $\text{Iso}^i_{x,x}(M, G)$ contains a subgroup isomorphic to $L_i$.

**Proof.** Recall that each $G^i$ is an equivariant map from $F^{r+i}(M)$ into some algebraic variety $V^i$ upon which $G^{r+i}$ acts algebraically. By Proposition 6.2, over a set of full measure in $M$, $G$ takes values into a single $G^{r+i}$-orbit $G^{r+i} \cdot v_0$ in $V^i$. Therefore, $G^i$ can be described as an $L_{v_0}$-structure, where $L_{v_0}$ is the isotropy subgroup of $v_0$ in $G^{r+i}$. Recall that an element of $\text{Iso}^i_{x,x}(M, G)$ can be described as a pair $(\xi, \eta)$ (modulo $G^{r+i}$), where $\xi, \eta$ lie in the fiber of $F^{r+i}(M)$ above $x$ and $G^i(\xi) = G^i(\eta)$. It follows that $\text{Iso}^i_{x,x}(M, G)$ is isomorphic to $L_{v_0}$. On the other hand, the algebraic hull $L_i$ is contained in $L_{v_0}$, by Proposition 6.12. □

**Corollary 6.7** Suppose that $G$ is an analytic rigid A-structure. For $i$ sufficiently large $\text{Iso}^i_{x,x}(M, G)$ contains a group isomorphic to $L_i$ for each $x \in M$. Furthermore, for each $x \in M$ and each $x'$ in the universal covering $\tilde{M}$ in the fiber of $x$, the space of (globally defined) Killing vector fields on $\tilde{M}$ (of the lift of $G$ to $\tilde{M}$) vanishing at $x'$ contains a Lie algebra isomorphic to the Lie algebra of $L_i$.

**Proof.** The first assertion follows from Theorem 4.9(1). The fact about Killing fields is a consequence of 4.9(2). □

We give next a few applications of the dynamical ideas discussed so far, for actions of semisimple Lie groups.
Lemma 6.8  Let $M$ be a $G$-space with an ergodic $G$-invariant probability measure $\mu$. Let $\rho : G \to GL(V)$ be a representation of $G$ on the finite dimensional (real) vector space $V$. Denote by $H$ the Zariski closure of $\rho(G)$ in $GL(V)$ and suppose that $\rho(G)$ is a subgroup of finite index in $H$. We assume moreover that $H$ is generated by algebraic 1-parameter subgroups. Then $H$ is the algebraic hull of the $G$-action by bundle automorphisms of the (trivial) principal $H$-bundle $P = M \times H$ given by $g(x, h) := (gx, \rho(g)h)$.

Proof. Let $L \subset H$ denote the algebraic hull and let $Q$ be a $G$-invariant measurable $L$-reduction of $P$. The reduction is, in effect, a $G$-invariant measurable assignment of an $L$-orbit (for the right-translation $L$-action on $H$) at each $x \in M$, i.e., a $G$-invariant measurable section of the fiber bundle $P/L$, whose standard fiber is $H/L$. In the present situation, where $P$ is already a product, having an $L$-reduction is equivalent to having a measurable map $\phi : M \to H/L$ such that for each $x \in M$, $g(x, \phi(x)) = (gx, \phi(gx))$. Therefore, $\phi$ has the property

$$\phi(gx) = \rho(g)\phi(x)$$

for all $g \in G$ and all $x \in M$. The probability measure $\phi_*\mu$ on $H/L$ is $\rho(G)$-invariant since $\phi_*\mu = \phi_*\rho_*\mu = \rho(g)_*\phi_*\mu$, for each $g \in G$. By averaging $\phi_*\mu$ over the finite group $H/\rho(G)$ we obtain an $H$-invariant probability measure on $H/L$. We can now apply Corollary 10.5 (appendix C) to conclude that $H = L$. □

The next corollary and lemma are from [24].

Corollary 6.9  Let $G$ be a noncompact connected simple Lie group and let $M$ be a $G$-space with an ergodic $G$-invariant probability measure $\mu$. Denote by $H$ the Zariski closure of Ad$(G)$ in $GL(g)$. Then $H$ is the algebraic hull of the $G$-action by bundle automorphisms on the (trivial) principal $H$-bundle $P = M \times H$ by $g(x, h) := (gx, \text{Ad}(g)h)$.

Lemma 6.10  Let $G$ be a noncompact connected simple Lie group that acts on a connected manifold $M$ with a finite $G$-invariant measure positive on open sets. Denote by $G_x$ the isotropy subgroup of $x \in M$. Then, if the action is not trivial, there exists an open dense set of full measure on which $G_x$ is discrete.

Proof. All that will be needed for the next theorem is that for each ergodic component of the measure either $G_x = G$ at almost every $x \in M$ or $G_x$
is discrete at almost every $x$. We first check this claim. Let $\mathfrak{g}_x$ be the Lie algebra of $G_x$ and $\text{Gr}(\mathfrak{g})$ the union of the Grassmann varieties of subspaces of $\mathfrak{g}$. Define $\phi : M \to \text{Gr}(\mathfrak{g})$ by $\phi(x) = \mathfrak{g}_x$. Then $\phi$ is easily seen to be measurable and for each $g \in G$ and $x \in M$

$$\phi(gx) = \text{Ad}(g)\phi(x).$$

If $\mu$ is the $G$-invariant probability measure on $M$, $\phi_*\mu$ is an $\text{Ad}(G)$-invariant probability measure on $\text{Gr}(\mathfrak{g})$. Since $\text{Ad}(G)$ is a finite index subgroup of its Zariski closure $H$ in $GL(n, \mathbb{R})$, we obtain, as in the proof of the previous lemma, an $H$-invariant probability measure on $\text{Gr}(\mathfrak{g})$. That invariant measure must be supported on the set of $H$-fixed points (Corollary 10.5, appendix C), so that over a set of full measure in $M$, the map $\phi$ takes values in the set of $H$-fixed points. In particular, there is a conull $G$-invariant subset $S \subset M$ such that $\phi|_S$ is a $G$-invariant function. By ergodicity, $\phi$ is constant almost everywhere. Call $I$ the constant value of $\phi$. Then $I = \text{Ad}(g)I$ for all $g \in G$, hence $I$ is an ideal of $\mathfrak{g}$. But the only ideals of $\mathfrak{g}$ are $\mathfrak{g}$ and $0$, so that $G_x$ is either $G$ or a discrete subgroup at almost every $x$.

We now drop the assumption that the measure is ergodic, and suppose that it is positive on open sets. Let $\Lambda \subset M$ be the (measurable) subset where $G_x = G$. We want so show that $\Lambda$ has measure 0. Suppose for a contradiction that this is not the case and let $K$ be the maximal compact subgroup of $G$. The action of $K$ can be linearized at each of its fixed points. (Choose a $K$-invariant Riemannian metric on $M$ and consider a normal neighborhood near the point. Then in exponential coordinates the local action will be linear.) Therefore, each density point of $\Lambda$ has a neighborhood where $K$ acts trivially. It is clear that if $x$ is in the closure of an open set where $K$ is trivial, then $x$ is fixed by $K$ and has a neighborhood of fixed points. (Again by linearization.) Therefore, $K$ acts trivially on all of $M$. On the other hand, the subgroup of $G$ that acts trivially on $M$ is a normal subgroup. Since $G$ is simple we obtain the desired contradiction. □

**Theorem 6.11 (Zimmer)** Let $G$ be a connected, noncompact, simple Lie group, acting nontrivially on a compact $n$-dimensional manifold $M$. Suppose that the action preserves an $H$-structure on $M$ where $H$ is a real algebraic subgroup of $GL(n, \mathbb{R})$ consisting of matrices of determinant $\pm 1$. Then there is a Lie algebra embedding $\pi : \mathfrak{g} \to \mathfrak{h}$ such that the representation $\pi$ of $\mathfrak{g}$ on $\mathbb{R}^n$ contains $\text{ad}(\mathfrak{g})$ as a subrepresentation.

**Proof.** We have pointed out before that if an action preserves an $H$-structure on $M$ such that $H$ consists of matrices of determinant 1, then it also pre-
serves a nonvanishing alternating $n$-form on $M$. Similarly, if we allow the elements of $H$ to have determinant either 1 or $-1$, then the action preserves a nonvanishing $n$-form which is only well-defined up to sign, i.e. a volume density. This nevertheless allows us to define a smooth $G$-invariant measure on $M$. The total measure of $M$ is finite since $M$ is compact, so after normalization we may assume that $M$ admits a $G$-invariant probability measure $\mu$ whose support is the entire $M$.

For each ergodic component of $\mu$ we can apply Lemma 6.8 and conclude that $G_x$ is either discrete or equal to $G$ for $\mu$-a.e. $x \in M$. If $G_x = G$ for $\mu$-a.e. $x$, we have by continuity that the action is trivial, contrary to the hypothesis. Therefore, there must be a $G$-invariant measurable subset $S \subset M$ of positive $\mu$-measure such that $G_x$ is discrete for all $x \in S$.

At each $x \in S$, the differential of the orbit map $\tau_x : G \to M$, $\tau_x(g) := gx$, yields an identification of the tangent space at $x$ of the $G$-orbit of $x$ with the Lie algebra of $G$, as indicated by the following arrow.

$$F_x := (D\tau_x)_e : \mathfrak{g} \xrightarrow{\cong} V_x := T_x(G \cdot x)$$

Moreover, with respect to this identification, the derivative action of each $g \in G$ on the $G$-invariant subbundle $V$ of $TM$ with fibers $V_x$ is given by $\text{Ad}(g)$, i.e. $Dg_x : V_x \to V_{gx}$ and

$$F_{gx} \circ \text{Ad}(g) = Dg_x \circ F_x.$$ 

Let $m$ be the dimension of $\mathfrak{g}$ and view $\mathfrak{g}$ as the subspace $\mathbb{R}^m \subset \mathbb{R}^n$, corresponding to setting equal to 0 the last $n - m$ coordinates of $\mathbb{R}^n$. Let $H_1$ denote the image of $G$ in $GL(m, \mathbb{R})$ under the adjoint representation. Then by the above discussion, we obtain over $S$ a measurable $\overline{H}$-reduction of the frame bundle $F(M)|_S$ where $\overline{H}_1$ is a subgroup of $GL(n, m, \mathbb{R})$ that restricts to $H$ on the invariant subspace $\mathbb{R}^n$. We can now apply Corollary 6.9 to conclude that the algebraic hull of the action contains $\text{Ad}(G)$. But some conjugate of the algebraic hull is contained in $H$. Since the Lie algebra of $\text{Ad}(G)$ is isomorphic to $\mathfrak{g}$, we obtain that some conjugate of $\mathfrak{g}$ is a Lie subalgebra of $\mathfrak{h}$. \hfill $\square$

It can also be shown (see [24]) that if $\mathfrak{g}$ is the Lie algebra of a noncompact simple Lie group and $\pi : \mathfrak{g} \to \mathfrak{gl}(V)$ is a Lie algebra homomorphism such that on $V$ there is a nondegenerate symmetric bilinear form of signature $(1, \text{dim} V - 1)$, invariant under $\pi(\mathfrak{g})$, and $\text{ad}(\mathfrak{g})$ is a subrepresentation of $\pi$, then $\mathfrak{g} = \mathfrak{sl}(2, \mathbb{R})$. Therefore, by the previous theorem, if a connected noncompact simple Lie group $G$ acts nontrivially on a compact manifold
preserving a Lorentz metric (i.e., a pseudo-Riemannian metric of signature 
\((1, \dim V - 1)\)), then \(G\) is locally isomorphic to \(SL(2, \mathbb{R})\).

We say that a geometric structure is unimodular if it determines an \(L\)-
reduction of \(F^1(M)\) where \(L\) is the group of matrices with determinant 1 or
\(-1\). In other words, the structure is unimodular if it incorporates a volume
density.

**Proposition 6.12** Suppose that \(G\) is a noncompact simple Lie group with
finite center acting nontrivially on a compact manifold \(M\) so as to preserve
a unimodular \(A\)-structure \(G\). Then, for almost all \(x \in M\) and each \(i \geq 1\), the
algebraic hull \(L_i\) (and, therefore, also \(\text{Iso}^1_{x,x}(M, G)\)) contains a group locally
isomorphic to \(G\).

*Proof.* This is a consequence of (the proof of) Theorem 6.11 together with
Corollary 6.7. \(\square\)

**Corollary 6.13** For \(i\) sufficiently large and almost all \(x \in M\), \(\text{Iso}^1_{x,x}(M, G)\)
contains a group locally isomorphic to \(G\).

*Proof.* This is due to the proposition and Theorem 4.9(1). \(\square\)

### 7 Rigid structures and the topology of \(M\)

In all of the section, \(M\) will be a compact real analytic manifold, equipped
with a real analytic, rigid, unimodular \(A\)-structure \(G\). \(G\) will denote a con-
nected noncompact simple Lie group with finite center that acts analytically
by isometries of \(G\). The action in assumed to be nontrivial.

**Theorem 7.1 (Gromov)** Under the assumptions of the previous para-
graph, there exists an integer \(m\) and a representation \(\rho : \pi_1(M) \to GL(m, \mathbb{R})\)
such that the Zariski closure of the image of \(\rho\) contains a group locally iso-
morphic to \(G\).

In particular, \(SL(2, \mathbb{R})\), for example, cannot act nontrivially on a sphere
\(S^n\) so as to preserve the volume form and an analytic connection. More
generally,

**Corollary 7.2** \(G\) cannot act analytically and nontrivially on a compact
manifold \(M\) with amenable fundamental group leaving invariant an analytic
rigid \(A\)-structure.
Proof. This is due to the fact that the Zariski closure of an amenable group is amenable. See Theorem 4.1.15 in [22]. □

The above theorem, used in combination with Zimmer’s cocycle super-rigidity theorem and Ratner’s solution of Raghunathan’s conjecture was used by Zimmer and Zimmer-Lubotzky [17] to obtain detailed information about the fundamental groups of manifolds supporting actions by (higher rank) semisimple Lie groups. As an illustration, we state without proof (part of) a theorem given in [25]. The reader will find the complete statement and further applications also in [23].

**Theorem 7.3 (Zimmer)** Assume that $G$ has finite fundamental group, its $\mathbb{R}$-rank is at least 2, and $\pi_1(M)$ admits a faithful linear representation $\sigma : \pi_1(M) \to GL(q, \mathbb{C})$, for some $q$, such that $\sigma(\pi_1(M))$ is discrete. Then, if $G$ acts on $M$ as in Theorem 7.1, $\pi_1(M)$ contains a lattice in a linear Lie group $L$, where $L$ contains a group locally isomorphic to $G$.

The remainder of the section is dedicated to proving Theorem 7.1. Let $\mathfrak{g}$ be the Lie algebra of $G$. Since $G$ acts isometrically on $M$, $\mathfrak{g}$ can be identified with a Lie algebra of Killing fields on the universal covering $\tilde{M}$. Let $s$ be large enough so that the conclusion of Theorem 4.3 holds. For almost all $x \in M$, let $L = L(x)$ be the algebraic hull at $x$ of the action on $F^{r+s}(M)$. Let $x' \in \tilde{M}$ be in the fiber of $x$ and denote by $l$ the Lie algebra of (global) Killing fields on $\tilde{M}$ that vanish at $x'$ and is isomorphic to the Lie algebra of $L$. (Cf. Corollary 6.7.)

**Lemma 7.4** The Lie algebra $l$ normalizes $\mathfrak{g}$, so that the Lie algebra homomorphism $X \mapsto [X, \cdot]$ from $l$ into the algebra of derivations of $\mathfrak{g}$ is onto $\text{ad}(\mathfrak{g})$.

Proof. Let $J^{r+s}TM$ denote the vector bundle of $r+s$-jets of local vector fields on $M$. Denote by $\mathfrak{g}(x)$ the subspace of the fiber of $J^{r+s}TM$ at $x$ consisting of the $k+s$-jets of Killing fields induced from elements of $\mathfrak{g}$ by the action. According to Lemma 6.8, $\mathfrak{g}(x)$ is isomorphic to $\mathfrak{g}$ for almost all $x$. Call the natural isomorphism $\varphi_x : \mathfrak{g} \to \mathfrak{g}(x)$. It is clear that $g\mathfrak{g}(x) = \mathfrak{g}(gx)$ for each $g \in G$ and almost all $x$ and that

$$g\varphi_x(X) = \varphi_{gx}(\text{Ad}(g)X).$$

($\text{Ad} : G \to GL(\mathfrak{g})$ is the adjoint representation of $G$.) In particular, by the general properties of the algebraic hull, $L$ may be chosen so that it also
preserves the (measurable) subbundle $x \mapsto \mathfrak{g}(x)$. Arguing as in the proof of Theorem 6.11 (see also Corollary 6.9) we obtain that the connected component $L^0$ of $L$ acts on $\bar{\mathfrak{g}}(x) \cong \mathfrak{g}$ by $\text{Ad}(G)$. Since Killing fields are uniquely determined by their $r+s$-jets, $\mathfrak{g}$ is normalized by $L^0$, hence also by the Lie algebra $\mathfrak{l}$. Furthermore $\mathfrak{l}$ acts on $\mathfrak{g}$ by the adjoint representation. \qed

Corollary 7.5 Let $\mathfrak{g}$ be the Lie algebra of $G$, viewed as the algebra of Killing fields on $\tilde{M}$. Let $\mathfrak{z}$ be the centralizer of $\mathfrak{g}$ in the Lie algebra of all Killing fields on $\tilde{M}$. For each $x \in \tilde{M}$, let $\mathfrak{z}(x)$ and $\mathfrak{g}(x)$ be the respective images under the evaluation map at $x$. Then, $\mathfrak{g}(x)$ is contained in $\mathfrak{z}(x)$ for almost all $x$.

Proof. Let $x \in \tilde{M}$ be any point for which Lemma 6.10 holds. If $g \in G$ is sufficiently close to the identity, it is possible to choose $u \in L = L(x)$, also close to the identity, such that $u$ acts on $\mathfrak{g}$ by $\text{Ad}(g)^{-1}$. The composition $g \circ u$ is a local diffeomorphism near $x$ that acts trivially on $\mathfrak{g}$ (recall that we can identify $\bar{\mathfrak{g}}(x)$ with $\mathfrak{g}$ as in the proof of Lemma 6.10) and sends $x$ to $gx$. Let $Z$ be the local group near $x$ with Lie algebra $\mathfrak{z}$. Then, we have just shown that in the $G$-orbit of $x$ there is an open neighborhood of $x$ that also lies in the local $Z$-orbit of $x$. It follows that $\mathfrak{g}(x) \subset \mathfrak{z}(x)$, as claimed. \qed

The following remark may help put the last result in perspective. Suppose that $G$ is a subgroup of a simply connected Lie group $H$, acting on $M = H/\Gamma$ by left translations, where $\Gamma$ is a discrete subgroup of $H$. On the universal covering $\tilde{H}$ of $M$ there is also a right action of $G$, which commutes with the left action. The corresponding vector fields are the elements of $\mathfrak{z}$ constructed above. The geometric structure in this case can be taken to be an invariant affine connection on $H/\Gamma$.

We now conclude the proof of Theorem 7.1. There is no loss of generality in supposing that that $G$ is simply connected, so that we can lift the $G$-action on $M$ to a global action of $G$ on $\tilde{M}$. Let $\mathfrak{z}$ be as in Corollary 7.5. Notice that $\mathfrak{z}$ is invariant under $\pi_1(M)$. In fact, if $\gamma \in \pi_1(M)$, $X \in \mathfrak{z}$ and $Y \in \mathfrak{g}$, then $\gamma_*Y = Y$ (since $Y$ is the lift of a vector field on $M$) and

$$[\gamma_*X,Y] = [\gamma_*X,\gamma_*Y] = \gamma_*[X,Y] = 0$$

so that $\gamma_*X$ is also in $\mathfrak{z}$. Therefore, we obtain a representation

$$\eta : \pi_1(M) \to GL(\mathfrak{z}).$$
Form the associated vector bundle

\[ E := \tilde{M} \times \mathfrak{g} := (\tilde{M} \times \mathfrak{g})/\pi_1(M) \to M \]

and let \( G \) act on \( E \) by \( g \cdot (x, Z)\pi_1(M) = (gx, Z)\pi_1(M) \).

The evaluation map \( v : \tilde{M} \times \mathfrak{g} \to T\tilde{M} \) is \( \pi_1(M) \)-equivariant, that is,

\[ \text{ev}(\gamma(x), X(x)) = d\gamma_x X(x), \]

and \( T\tilde{M}/\pi_1(M) = TM \). So we obtain a homomorphism of vector bundles \( \overline{\text{ev}} : E \to TM \). The fact that \( X \in \mathfrak{g} \) implies that \( d\gamma_x X(x) = X(gx) \) (on \( \tilde{M} \)), from which it follows that \( \overline{\text{ev}} \) commutes with the \( G \)-actions on \( E \) and \( TM \).

By Corollary 7.5, the image of \( \overline{\text{ev}} \) contains the measurable subbundle \( \mathfrak{g}(x) \) of tangent spaces to the \( G \)-orbits.

Since the algebraic hull for the action of \( G \) on the frame bundle associated to the vector bundle \( x \mapsto \mathfrak{g}_x \) contains \( \text{Ad}(G) \), it follows that the algebraic hull for the \( G \)-action on the \( GL(\mathfrak{g}) \)-principal bundle

\[ P := (\tilde{M} \times GL(\mathfrak{g}))/\pi_1(M) \]

also contains \( \text{Ad}(G) \). On the other hand, the algebraic hull of the \( G \)-action on \( P \) is contained in the Zariski closure, \( H \), of the image of \( \pi_1(M) \) under the representation \( \eta \). In fact, \( P \) contains a \( G \)-invariant \( H \)-reduction, given by \((\tilde{M} \times GL(\mathfrak{g}))/\pi_1(M) \). With this remark, the proof of Theorem 7.1 is complete.

8 Appendix A - Basic concepts in dynamics

\( G \)-spaces. Let \( G \) be a group and \( X \) a set. A \( G \)-action on \( X \) is a map \( \Phi : G \times X \to X \) that satisfies the following two properties:

1. \( \Phi(e, x) = x \) for all \( x \in X \), where \( e \) is the identity of \( G \).

2. \( \Phi(g_2, \Phi(g_1, x)) = \Phi(g_2g_1, x) \) for all \( g_1, g_2 \in G \) and \( x \in X \).

For each \( g \in G \), let \( \Phi_g : X \to X \) be defined by \( \Phi_g(x) := \Phi(g, x) \). Then \( \Phi_g \) is a bijection from \( X \) onto itself, with inverse \( \Phi_{g^{-1}} \), and the map \( g \mapsto \Phi_g \) from \( G \) into the group of bijective self-maps of \( X \) is a group homomorphism. We often write \( g \cdot x \) or \( g(x) \), or simply \( gx \), instead of \( \Phi(g, x) \). The definition of \( G \)-action just given is usually called a left-action of \( G \). By a right-action of \( G \) on \( M \) we mean a map \( \Phi : M \times G \to M \) such that 2 above is replaced with

\[ \Phi(\Phi(x, g_1), g_2) = \Phi(x, g_1g_2). \]
For each $x \in X$, we define the orbit of $x$ by

$$Gx := \{ \Phi_g(x) \mid g \in G \}.$$  

The orbits of a $G$-action partition $X$ into disjoint sets, namely $Gx$ are the equivalence classes of the relation

$$x \sim y \text{ if and only if there exists } g \in G \text{ such that } x = gy.$$  

The orbit space is the set of equivalence classes, denoted $G \backslash X$. The action $\Phi$ is called transitive if the $G$-space has only one orbit, i.e. $X = Gx$ for some $x$.

Typically, the $G$-action will leave invariant, or preserve, some structure on $X$ such as a topology, a measurable structure, a smooth manifold structure, or a structure of algebraic variety.

Let $H$ be a closed subgroup of $G$. Then the coset space

$$G/H = \{ gH \mid g \in G \}$$  

has the quotient topology induced by the natural projection $\pi : G \to G/H$, $\pi(g) = gH$, namely, the open subsets of $G/H$ are $\pi(U) = \{ gH \mid g \in U \}$ for all open sets $U \subset G$. With respect to the quotient topology, $\pi$ is continuous and open and $G/H$ is a Hausdorff space.

The kernel of an action $\Phi$, denoted $\text{Ker}(\Phi)$, is the kernel of the homomorphism $g \mapsto \Phi_g$, which is a normal subgroup of $G$. When $\text{Ker}(\Phi)$ is trivial, the action is said to be effective. If the action is not effective, $\Phi$ induces an effective action of $G/\text{Ker}(\Phi)$ on $X$. The action is called locally effective if $\text{Ker}(\Phi)$ is a discrete subgroup of $G$.

For each $x \in X$, the isotropy group of $x$ is defined by

$$G_x := \{ g \in G \mid gx = x \}.$$  

$G_x$ is a subgroup of $G$ and it is immediate that $G_{gx} = gG_x g^{-1}$ for each $g \in G$ and $x \in X$. Moreover, $\text{Ker}(\Phi) = \bigcap_{x \in X} G_x$. If $G_x = \{ e \}$ for all $x \in G$, we say that the $G$-action is free. The action is called locally free if $G_x$ is a discrete subgroup of $G$ for all $x$ in $X$.

A topological space $X$ is said to be $T_1$ if each point $x \in X$ is closed. It is an easy consequence of the definitions that whenever $X$ is a $T_1$ $G$-space, each isotropy group $G_x$ as well as the kernel of $\Phi$ are closed subgroups of $G$, and that $G/\text{Ker}(\Phi)$ is a topological group in a natural way. Moreover, the induced (effective) action of $G/\text{Ker}(\Phi)$ makes $X$ a topological $G/\text{Ker}(\Phi)$-space.
The Orbit Space. Until we make any further requirement \( G \) will be a locally compact second countable topological group and \( X \) a complete second countable metrizable \( G \)-space. We give \( G \setminus X \) the quotient topology induced by the natural projection that to each \( x \in X \) associates its orbit.

We say that the \( \sigma \)-algebra \( \mathcal{B} \) of Borel sets, i.e. the \( \sigma \)-algebra generated by the open sets in \( G \setminus X \), is \textit{countably separating} if there is a sequence \( B_i \in \mathcal{B} \) such that for each pair of points in \( X \) one can find a \( B_i \) that contains exactly one of the two points. In this case, the \( G \)-action will be called \textit{tame}.

The orbit \( Gx \) of a topological \( G \)-space \( X \) is \textit{locally closed} if it is open in its closure \( Gx \subset X \). The next theorem due to Glimm and Effros gives a useful characterization of tame actions. The proof can be found in [22].

**Theorem 8.1** Suppose that \( \Phi \) is a continuous action of a locally compact second countable group \( G \) on a complete second countable metrizable space \( X \). Then the following are equivalent:

1. All orbits are locally closed.
2. The action is tame.
3. For every \( x \in X \), the natural map \( G/Gx \to Gx \) is a homeomorphism, where \( Gx \) has the relative topology as a subset of \( X \).

An element \( x \) in a \( G \)-space \( X \) is said to be a \textit{fixed point} if \( Gx = G \). It is a \textit{periodic point} if \( G/Gx \) is compact. A (topological) \( G \)-space \( X \) is said to be \textit{topologically transitive} if some \( G \)-orbit is dense in \( X \). If all orbits are dense, the action is called \textit{minimal}. A subset \( A \subset X \) is called \textit{\( G \)-invariant} if for each \( x \in A \) and \( g \in G \), \( gx \in A \). An equivalent definition of minimal action is that \( X \) does not have a proper closed \( G \)-invariant set, since the closure of a \( G \)-invariant set is a \( G \)-invariant set. A point \( x \) of a topological \( G \)-space \( X \) will be called \textit{recurrent} if for each neighborhood \( U \) of \( x \) and each compact \( K \subset G \), there is \( g \) in the complement of \( K \) such that \( gx \in U \). It is immediate from the definitions that periodic points are recurrent. Furthermore, if both the orbit of \( x \) and its complement are dense in \( X \), then \( x \) is a recurrent point. We leave the verification of this last claim as an exercise to the reader. Notice that the action of \( G \) on itself by translations is topologically transitive—in fact transitive—but not recurrent.

**Invariant measures.** Let \( X \) be a measurable space with \( \sigma \)-algebra \( \mathcal{A} \) and \( T \) a measurable map from \( X \) into to another measure space \( Y \) with \( \sigma \)-algebra \( \mathcal{B} \). If \( \mu \) is a measure on \( (X, \mathcal{A}) \), we define \( T_\ast \mu \) as the measure on \( (Y, \mathcal{B}) \) such that

\[
T_\ast \mu (B) := \mu (T^{-1} B)
\]
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for each $B \in \mathcal{B}$.

A measurable map $T$ of a measure space $(X, \mathcal{A}, \mu)$ into itself is said to be *measure preserving* if $T_\ast \mu = \mu$. We also say that $\mu$ is an *invariant measure* for $T$. If $T_\ast \mu$ and $\mu$ are in the same measure class (i.e., if they have the same sets of measure 0) we say that $\mu$ is a *quasi-invariant* measure for $T$. We say that $T$ is a *measure preserving transformation* of $(X, \mathcal{A}, \mu)$ if it is bijective and $T$ and $T^{-1}$ are measurable and measure preserving.

Let $G$ be a locally compact second countable topological group. Let $(X, \mathcal{A}, \mu)$ be a measure space. A *measure preserving action* of $G$ on $X$ is an action defined by a measurable map $\Phi : G \times X \to X$, where $G \times X$ has the product measurable structure, and the maps $\Phi_g := \Phi(g, \cdot)$, $g \in G$, are measure preserving transformations of $X$. Of course, a $G$-space defined by a continuous $G$-action is also a measurable $G$-space for the $\sigma$-algebra of Borel sets. We say that $X$ is a *$G$-space with invariant measure $\mu$*.

One may also consider a $G$-space with *quasi-invariant measure $\mu$*, in which case the $G$-action preserves only the measure class of $\mu$. As before, we will often write $\Phi_g(x)$ simply as $gx$. In this notation, a $G$-invariant measure $\mu$ satisfies $g_\ast \mu = \mu$.

If a $G$-space admits a measure $\mu$ that is both invariant and finite, then the $\mathbb{Z}$-action generated by each element of $G$ has following recurrence property.

**Theorem 8.2 (Poincaré Recurrence)** Let $X$ be a $\mathbb{Z}$-space, the $\mathbb{Z}$-action being generated by a transformation $g$ that preserves a probability measure $\mu$ on $X$. Then for any set $E \in \mathcal{A}$, $\mu$-almost every point $x \in E$ returns infinitely often to $E$. More precisely, there is a measurable subset $F$ of $E$ such that $\mu(F) = \mu(E)$ and, for each $x \in F$, a sequence $n_1 < n_2 < \ldots$ such that $g^{n_i}x \in E$ for all $i$.

**Ergodicity.** A measurable map $F : X \to Y$ between $G$-spaces is called a *$G$-map* if

$$F(gx) = gF(x)$$

for all $g \in G$ and $x \in X$. If the $G$-action on $F(X)$ is trivial, we say that $F$ is *$G$-invariant*. Given a quasi-invariant measure $\mu$ on $X$, we say that a measurable map $F$ between $G$-spaces $X$ and $Y$ is a *$G$-map relative to $\mu$* if for each $g \in G$

$$\mu(\{x \in X : F(gx) \neq gF(x)\}) = 0.$$

A $G$-space $X$, with a quasi-invariant measure $\mu$, is said to be *ergodic* if every $G$-invariant measurable set is either null (i.e., it has zero measure) or conull (i.e., its complement has zero measure). We also say that $\mu$ is an
ergodic measure for the $G$-space $X$. Therefore, the action is ergodic if $X$
 cannot be decomposed as the disjoint union of two $G$-invariant measurable
subsets, both with positive measure.

A nonergodic $G$-invariant measure can be “disintegrated” in terms of its
“ergodic components.” The following theorem makes this precise.

**Theorem 8.3 (Ergodic decomposition)** Let $X$ be a compact metriz-
able space with a continuous action of a locally compact second countable
group $G$, and let $\mu$ be a finite Borel measure on $X$. Then, there exists
a measure space $E$ with measure $\nu$ and for each $\alpha \in E$ a measure space
$(X_\alpha, A_\alpha, \mu_\alpha)$ such that the sets $\{X_\alpha\}_{\alpha \in E}$ form a partition of $X$ into mea-
surable $G$-invariant subsets and

1. for any measurable set $A \subset X$, $A \cap X_\alpha$ belongs to $A_\alpha$ for $\nu$-almost
every $\alpha \in E$ and

$$\mu(A) = \int_E \mu_\alpha(A \cap X_\alpha) \, d\nu(\alpha)$$

2. for $\nu$-almost every $\alpha \in E$, $X_\alpha$ is an ergodic $G$-space relative to the
measure $\mu_\alpha$.

The following proposition shows one way in which ergodicity relates to
topological properties of the action.

**Proposition 8.4** Suppose that $X$ is a second countable topological space
and that one is given a continuous action of a locally compact second count-
able topological group $G$. Suppose that the action is ergodic relative to a
quasi-invariant measure $\mu$ which is positive on open sets. Then for almost
every $x \in X$, the orbit $\{gx : g \in G\}$ is dense in $X$.

A measurable space is called **countably separated** if there is a countable
family of measurable sets that separates points.

**Proposition 8.5** Suppose that $X$ is an ergodic $G$-space, $Y$ is a countably
separated measurable space and $f : X \to Y$ is a strict $G$-invariant measur-
able function. Then $f$ is almost everywhere constant.

9 **Appendix B - Semisimple Lie groups**

We only consider here linear Lie groups, that is, (real) subgroups of $GL(n, \mathbb{C})$.
We denote by $A^*$ the complex conjugate transpose of $A$. The **Cartan invo-
lation** of $GL(n, \mathbb{C})$ is the homomorphism

$$\Theta : A \mapsto (A^*)^{-1}.$$
The Cartan involution of \( \mathfrak{gl}(n, \mathbb{C}) \) (the Lie algebra of \( GL(n, \mathbb{C}) \)) is the Lie algebra isomorphism induced from \( \Theta \), and is given by \( \theta : X \mapsto -X^* \). \( \Theta \) is indeed a group homomorphism and an involution, i.e. \( \Theta^2 \) is the identity map, as one can easily check.

Let \( G \) be a connected Lie subgroup of \( GL(n, \mathbb{C}) \). We say that \( G \) is a reductive group if it is conjugate to a subgroup that is stable under the Cartan involution \( \Theta \). In other words, \( G \) is reductive if there is \( g \in GL(n, \mathbb{C}) \) such that \( gGg^{-1} \) is mapped into itself by \( \Theta \). A Lie algebra \( \mathfrak{g} \subset \mathfrak{gl}(n, \mathbb{C}) \) is reductive if it is conjugate by an element in \( GL(n, \mathbb{C}) \) to a \( \theta \)-stable subalgebra. In particular, \( G \) is reductive if and only if \( \mathfrak{g} \) is.

The center of a group \( G \) is the subgroup

\[
Z(G) = \{ a \in G \mid ag = ga \text{ for all } g \in G \}.
\]

It is clearly a normal subgroup of \( G \). The center of a Lie algebra \( \mathfrak{g} \) is the subalgebra

\[
Z(\mathfrak{g}) = \{ X \in \mathfrak{g} \mid [X,Y] = 0 \text{ for all } Y \in \mathfrak{g} \}
\]

and is an ideal of \( \mathfrak{g} \). (A subalgebra \( \mathfrak{n} \subset \mathfrak{g} \) is an ideal if \( [X,Y] \in \mathfrak{n} \) for all \( X \in \mathfrak{n} \) and all \( Y \in \mathfrak{g} \).)

A Lie algebra \( \mathfrak{g} \subset \mathfrak{gl}(n, \mathbb{C}) \) is semisimple if it is reductive and has trivial center. \( G \subset GL(n, \mathbb{C}) \) is a semisimple Lie group if its Lie algebra is semisimple.

A Lie algebra is said to be simple if its only ideals are \( \{0\} \) and itself.

Given next is a list of the classical semisimple groups. (Most are, in fact, simple.) \( I_n \) is the identity matrix of size \( n \) and

\[
J_{2n} := \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}, \quad K_{p,q} := \begin{pmatrix} I_{p,q} & 0 \\ 0 & I_{p,q} \end{pmatrix}, \quad I_{p,q} := \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix}.
\]
\[ SL(n, \mathbb{C}) = \{ A \in GL(n, \mathbb{C}) \mid \det A = 1 \} \]
\[ SL(n, \mathbb{R}) = \{ A \in GL(n, \mathbb{R}) \mid \det A = 1 \} \]
\[ Sp(2n, \mathbb{C}) = \{ A \in GL(2n, \mathbb{C}) \mid A^t J_{2n} A = J_{2n} \} \]
\[ Sp(2n, \mathbb{R}) = \{ A \in GL(2n, \mathbb{R}) \mid A^t J_{2n} A = J_{2n} \} \]
\[ SO^*(2n) = \{ A \in SL(2n, \mathbb{C}) \mid A^t A = I_{2n}, A^* J_{2n} A = J_{2n} \} \]
\[ SU^*(2n) = \{ A \in SL(2n, \mathbb{C}) \mid A J_{2n} = J_{2n} A \} \]
\[ SO_n(\mathbb{C}) = \{ A \in SL(n, \mathbb{C}) \mid A^t A = I_n \} \]
\[ SO(p, q) = \{ A \in SL(n, \mathbb{R}) \mid A^t I_{p,q} A = I_{p,q} \} \]
\[ SU(p, q) = \{ A \in SL(n, \mathbb{C}) \mid A^* I_{p,q} A = I_{p,q} \} \]
\[ Sp(p, q) = \{ A \in GL(2(p + q), \mathbb{C}) \mid A^* K_{p,q} A = K_{p,q}, A^t J_{2(p+q)} A = J_{2(p+q)} \}. \]

**Real rank.** Since \( \theta \) is an involution, i.e. \( \theta^2 = \text{id} \), its only eigenvalues are 1 and \(-1\). We define subspaces \( \mathfrak{k} \) and \( \mathfrak{p} \) of the \( \theta \)-stable Lie algebra \( \mathfrak{g} \) as follows:

\[
\begin{align*}
\mathfrak{k} &:= \{ X \in \mathfrak{g} \mid \theta(X) = X \} \\
\mathfrak{p} &:= \{ X \in \mathfrak{g} \mid \theta(X) = -X \}.
\end{align*}
\]

Since \( \theta \) is a Lie algebra automorphism, \( \mathfrak{k} \) is a Lie subalgebra, but \( \mathfrak{p} \) is only a subspace. As a vector space, \( \mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p} \).

Introduce in \( \mathfrak{g} \) an inner product by

\[ \langle X, Y \rangle = -\text{Re}(\text{Tr}(\text{ad}(X) \circ \text{ad}(\theta Y))) \]

where \( \text{ad}(X) \) is the linear map on \( \mathfrak{g} \) defined by \( \text{ad}(X)Z = [X, Z] \). For each \( X \in \mathfrak{p} \), the operator \( \text{ad}(X) \) on \( \mathfrak{g} \) is self-adjoint with respect to the given inner product. Therefore \( \text{ad}(X) \) is diagonalizable with real eigenvalues. Let \( \mathfrak{a} \) be a maximal abelian algebra in \( \mathfrak{p} \). More precisely, \( \mathfrak{a} \) is abelian and is not properly contained in a subspace of \( \mathfrak{p} \) consisting of commuting elements. The operators \( \text{ad}(X), X \in \mathfrak{a} \), commute since

\[ 0 = \text{ad}([X, Y]) = \text{ad}(X) \circ \text{ad}(Y) - \text{ad}(Y) \circ \text{ad}(X) \]

for \( X, Y \in \mathfrak{a} \). Therefore, it is possible to find a basis for \( \mathfrak{g} \) which simultaneously diagonalizes all the operators \( \text{ad}(X), X \in \mathfrak{a} \).

The subalgebra \( \mathfrak{a} \) will be called an \( \mathbb{R} \)-split Cartan subalgebra of \( \mathfrak{g} \). A more descriptive name is “maximal abelian \( \mathbb{R} \)-diagonalizable subalgebra.” The dimension of \( \mathfrak{a} \) is called the **real rank** of \( \mathfrak{g} \).
Let $G$ be a connected Lie group and let $\mathfrak{g}$ be its Lie algebra. Then $G$ has a canonical representation into the group of real automorphisms of $\mathfrak{g}$, the adjoint representation, defined as

$$\text{Ad} : G \to \text{GL}(\mathfrak{g})$$

such that $\text{Ad}(g)(X) = gXg^{-1}$. Although the adjoint representation is not in general faithful, its kernel is precisely the center of $G$, as one can easily check. If $G$ is semisimple, its center $Z$ is a closed subgroup with trivial Lie algebra, therefore $Z$ is discrete. Therefore, for a connected semisimple $G$, $G/Z$ is isomorphic to $\text{Ad}(G)$.

We recall that a linear algebraic group is a group of matrices defined by polynomial conditions on their entries.

**Proposition 10.1** Let $G$ be a connected semisimple Lie group and $Z$ its center. Then the adjoint representation defines an isomorphism between $G/Z$ and the connected component of the identity of the group of real points of a linear algebraic group defined over $\mathbb{R}$.

The algebraic group of the previous theorem is called the adjoint group of $G$. In particular, if $G$ is a connected semisimple Lie group with trivial center, then $G$ is naturally isomorphic to the identity component of a real algebraic group.

We state now a stratification theorem for algebraic actions due to Rosenlicht. (For general properties about algebraic groups and actions we refer the reader to [22] and Rosenlicht’s own paper [19]. See also [6].)

Let $V$ be an affine, projective, or more generally, a quasi-projective smooth real variety and let $H$ be a linear real algebraic group. An algebraic action of $H$ on $V$ is a morphism

$$\Phi : H \times V \to V$$

such that $\Phi$ is a group action on $V$.

**Theorem 10.2 (Rosenlicht)** Let $H$, $V$, and $\Phi$ be as in the previous paragraph. There exists a finite partition of $V$ into smooth, locally closed, $H$-invariant algebraic varieties

$$V = V_0 \cup V_1 \cup \cdots \cup V_l$$
such that, for each $0 \leq i \leq l$, the union $V_i \cup \cdots \cup V_l$ is Zariski closed in $V$ and contains $V_i$ as a Zariski-open subset. Moreover, for each $i$, $V_i/H$ has the structure of a smooth real variety (in particular, a smooth manifold) and $V_i \to V_i/H$ is a smooth fibration.

An immediate consequence of the theorem is that the $H$-orbits are locally closed and embedded in $V$. This, together with theorem 8.1 implies the next fact.

**Corollary 10.3** Let $\Phi : H \times V \to V$ be a real algebraic action. Then each orbit of $\Phi$ is locally closed and is an embedded submanifold of $V$. In particular, real algebraic actions are tame.

By a **real algebraic 1-parameter group** we mean a real algebraic group isomorphic to either $GL(1,\mathbb{R}) \cong \mathbb{R}^*$ or the additive group $\mathbb{R}$.

**Corollary 10.4** Let $\Phi : H \times V \to V$ be a real algebraic action, where $H$ is a 1-parameter real algebraic subgroup. Then any recurrent point is a fixed point.

*Proof.* Since orbits are embedded, any recurrent point $x \in V$ must actually be a periodic point. In that case, the isotropy group of $x$ is the set of real points of a Zariski closed infinite algebraic subgroup of a 1-dimensional group, therefore $H_x = H$ and $x$ is a fixed point. □

Given an algebraic group $H$, let $H'$ be the smallest algebraic subgroup of $H$ containing all the real 1-parameter subgroups—a normal subgroup. We say that $H$ is **generated by real algebraic 1-parameter subgroups** if $H' = H$. For example, a semisimple group without compact factors has this property.

**Corollary 10.5** Let $\Phi : H \times V \to V$ be a real algebraic action and suppose that $H$ is generated by real algebraic 1-parameter subgroups. Let $\mu$ be an $H$-invariant probability measure on $V$. Then $\mu$ is supported on the set of $H$-fixed points.

*Proof.* This is an immediate consequence of the previous corollary and Poincaré recurrence. □
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