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The bootstrap is a general methodology to estimate standard error of the Test 

statistics. Consider testing 𝐻": 𝐴𝜽 = 𝒄 versus 𝐻(:𝐴𝜽 ≠ 𝒄 where 𝐴 is a known 
𝑟 × 𝑝 matrix of rank 𝑟 and 𝑐 is a known 𝑟 × 1 vector. Let 𝜃0 be a consistent 
estimator of 𝜃 and make a bootstrap sample 𝑤2 = 𝐴𝜃0∗ − 𝑐 for 𝑖 = 1,2,3… , 𝐵. 
Make a prediction region for the 𝑤2 and determine 0 is in the prediction region. 

  
The percentile method, which is an interval that contains 𝑑= ≅ 	𝑘= =

⌈𝛽(1 − 𝛿)⌉ of the 𝑇2,H∗  from a bootstrap sample 𝑇(,H	∗ , … , 𝑇=,H	∗ where the statistic 𝑇2,H 
is an estimator of 𝜃 based on a sample size n. 

 
It will be shown that this prediction region method generalizes the percentile 

method for 𝑟 = 1 to 𝑟 ≥ 1. This method can be widely applied, but should be 
regarded as exploratory unless theory shows that the prediction region method is a 
large sample test.  

 
Moreover, this prediction region method will be compared to the Efron (2014) 

confidence interval for variable selection and used to bootstrap a correlation 
matrix. Indeed, the prediction region method can also be justified as a special case 
of the percentile method where the test statistic is the squared Mahalanobis 
distance 𝐷2K∗ = (𝑇2∗ − 𝑇∗LLL)M[𝑆M∗]Q((𝑇2∗ − 𝑇∗LLL) where 𝑤2 = 𝑇2∗, and 𝑇∗LLL and 𝑆M∗  are 
the sample mean and sample covariance matrix of 𝑇(	∗ , … , 𝑇=	∗ .  

 
 


