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#### Abstract

A version of the Atiyah-Floer conjecture, adapted to admissible $\mathrm{SO}(3)$-bundles, is established.
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## 1 Introduction

Gauge theoretic methods in low dimensional topology and holomorphic curve methods in symplectic geometry are responsible for many revolutionary advancements in respective fields. These two approaches have many formal similarities, despite the fact that low dimensional topology and symplectic geometry have different origins. The Atiyah-Floer conjecture is a manifestation of these similarities. According to this conjecture, instanton Floer homology, a 3-manifold invariant constructed in the context of Yang-Mills gauge theory can be recovered using holomorphic curve methods. The main goal of the present paper is to prove a version of the Atiyah-Floer conjecture.

## Main Results

Suppose $Y_{\#}$ is an orientable connected closed 3-manifold and $E_{\#}$ is an $\mathrm{SO}(3)$-bundle on $Y_{\#}$. The pair $\left(Y_{\#}, E_{\#}\right)$ is admissible if the Stiefel-Whitney class $w_{2}\left(E_{\#}\right)$ lifts to a non-torsion element of $H^{2}\left(Y_{\#} ; \mathbf{Z}\right)$. This condition is equivalent to the existence of an element $R \in H_{2}\left(Y_{\#} ; \mathbf{Z}\right)$ such that the pairing of $w_{2}\left(E_{\#}\right)$ and $R$ is non-trivial. Any such $R$ is called a nice homology class for the pair $\left(Y_{\#}, E_{\#}\right)$. Associated to any such admissible pair $\left(Y_{\#}, E_{\#}\right)$, we have the instanton Floer homology of $\left(Y_{\#}, E_{\#}\right)$, which is a relatively $\mathbf{Z} / 8 \mathbf{Z}$-graded group [Flo95, BD95]. A nice homology class $R$ induces a degree 4 involution on the instanton Floer homology of $\left(Y_{\#}, E_{\#}\right)$, and the invariant subspace with respect to this involution determines a relatively $\mathbf{Z} / 4 \mathbf{Z}$-graded group $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$.

Any admissible pair with a choice of a nice homology class admits an admissible splitting. An admissible splitting

$$
\begin{equation*}
(Y, E) \cup_{(\Sigma, F)}\left(Y^{\prime}, E^{\prime}\right) \tag{1.1}
\end{equation*}
$$

consists of connected 3-manifolds $Y, Y^{\prime}$ with boundary $\Sigma$ and $\mathrm{SO}(3)$-bundles $E, E^{\prime}$ on $Y, Y^{\prime}$ whose restrictions to $\Sigma$ are identified with an $\mathrm{SO}(3)$-bundle $F$. The restriction of $w_{2}(F)$ to each connected component of $\Sigma$ is required to be non-trivial. This assumption implies that $\Sigma$ has an even number of connected components and as an additional assumption we require that $\Sigma$ has exactly two connected components $\Sigma_{0}$ and $\Sigma_{1}$. We also assume that $Y$ and $Y^{\prime}$ are oriented such that the induced orientations on their boundaries are the orientation on $\Sigma$. Thus, after reversing the orientation of $Y^{\prime}$, we may glue $Y$ and $Y^{\prime}$ to form an oriented closed 3-manifold $Y_{\#}$. The bundles $E$ and $E^{\prime}$ can be also glued to from an $\mathrm{SO}(3)$-bundle $E_{\#}$ on $Y_{\#}$. Connected components of $\Sigma$ determine homologous homology classes in $Y_{\#}$ which are denoted by $R$. Since $w_{2}\left(E_{\#}\right)$ has a non-trivial pairing with $R$, the pair $\left(Y_{\#}, E_{\#}\right)$ is admissible and $R$ is a nice homology class for this pair. We say (1.1) is an admissible splitting of ( $Y_{\#}, E_{\#}$ ) compatible with $R$.

Suppose $\left(Y_{\#}, E_{\#}\right)$ is a pair with an admissible splitting as in (1.1), and $\mathcal{M}(\Sigma, F)$ denotes the moduli space of flat connections on $F$ modulo determinant one automorphisms of $F$ [AB83]. The manifold $\mathcal{M}(\Sigma, F)$ admits a canonical symplectic structure $\Omega$. (See Subsection 2.2 for our conventions.) Flat connections on $E$ after a small perturbation gives rise to an immersed Lagrangian submanifold $L(Y, E)$, which is called the 3-manifold Lagrangian associated to $(Y, E)$ [Her94]. (See Subsection 2.3 for more details.) Similarly, we can associate a 3-manifold Lagrangian $L\left(Y^{\prime}, E^{\prime}\right)$ to $\left(Y^{\prime}, E^{\prime}\right)$. We say that the 3-manifold Lagrangians $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$ are embedded if there are arbitrarily small perturbations
such that the associated Lagrangians are embedded. A more precise version of this assumption is stated as Hypothesis 1. For instance, if the fundamental group of one of the connected components of $\Sigma$ surjects into the fundamental group of $Y$ (resp. $Y^{\prime}$ ), then $L(Y, E)$ (resp. $L\left(Y^{\prime}, E^{\prime}\right)$ ) is embedded. (See Proposition 2.21.)

Theorem 1. Suppose $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$ are embedded submanifolds of $\mathcal{M}(\Sigma, F)$. Then the pair of Lagrangians $\left(L(Y, E), L\left(Y^{\prime}, E^{\prime}\right)\right)$ is monotone with minimal Maslov number 4, and configuration space of strips associated to these Lagrangians can be coherently oriented.

Let $\left(L, L^{\prime}\right)$ be a pair of embedded Lagrangians with minimal Maslov number $N$. Building on Floer's work [Flo88b], Oh defines a Z/NZ-graded Lagrangian Floer homology group $\operatorname{HF}\left(L, L^{\prime}\right)$ in [Oh93], which is a vector space over $\mathbf{Z} / 2$. Coherent orientations for configuration spaces of strips allow us to work with integer coefficients (see Definition 2.37). Let $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$ be embedded. Then Oh's Lagrangian Floer homology of these two Lagrangians is a $\mathbf{Z} / 4 \mathbf{Z}$-graded abelian group which is called symplectic instanton Floer homology of $\left(Y_{\#}, E_{\#}\right)$ and is denoted by $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$. The following theorem is our main result.

Theorem 2. Suppose an admissible splitting for a pair $\left(Y_{\#}, E_{\#}\right)$ is given such that the associated 3manifold Lagrangians are embedded. Then there is an isomorphism of relatively $\mathbf{Z} / 4 \mathbf{Z}$-graded abelian groups $\mathbf{N}: \mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right) \rightarrow \mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$.

The proof of Theorem 2 modulo some analytical results is given in Section 3. Sections 4, 5 and 6 of the paper are devoted to verifying the analytical results which are used in Section 3.

Instanton Floer homology group $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ is an invariant of the topological type of $\left(Y_{\#}, E_{\#}\right)$. However, symplectic instanton Floer homology $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$, a priori, depends on the choice of an admissible splitting. As a consequence of Theorem 2, we have the following corollary.

Corollary 1. Symplectic instanton Floer homology group $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$ depends only on the topological type of $\left(Y_{\#}, E_{\#}\right)$. In particular, it is independent of the admissible splitting of $\left(Y_{\#}, E_{\#}\right)$.

Corollary 2. Let $\phi: \Sigma_{g} \rightarrow \Sigma_{g}$ be a diffeomorphism and $Y_{\phi}$ be the mapping cylinder $[0,1] \times Y /\{(x, 1) \sim$ $(\phi(x), 0)\}$. Let also $E_{\phi}$ be the $\mathrm{SO}(3)$-bundle on $Y_{\phi}$ which is induced by the non-trivial $\mathrm{SO}(3)$-bundle on $\Sigma_{g}$. The map $\phi$ induces a symplectomorphism $\phi_{*}: \mathcal{M}\left(\Sigma_{g}, F_{g}\right) \rightarrow \mathcal{M}\left(\Sigma_{g}, F_{g}\right)$. Then instanton Floer homology group $\mathrm{I}_{*}\left(Y_{\phi}, E_{\phi}\right)$ is isomorphic to the Lagrangian Floer homology of the diagonal and the graph $\Gamma_{\phi_{*}}$ of $\phi_{*}$, which are Lagrangians in $\left(\mathcal{M}\left(\Sigma_{g}, F_{g}\right) \times \mathcal{M}\left(\Sigma_{g}, F_{g}\right),-\Omega \times \Omega\right)$.

This corollary of Theorem 2 is essentially the same as Dostoglou and Salamon's celebrated result in [DS94b]. It is shown in [DS94b] that $\mathrm{I}_{*}\left(Y_{\phi}, E_{\phi}\right)$ is isomorphic to the fixed point Floer homology of $\phi_{*}$. It is a folklore theorem that fixed Floer homology of a symplectomorphism is isomorphic to the Lagrangian Floer homology of the diagonal and the graph of the symplectomorphism.

Proof. The pair $\left(Y_{\phi}, E_{\phi}\right)$ has an obvious admissible splitting as the union of $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$ where $Y, Y^{\prime}$ are diffeomorphic to $[0,1] \times \Sigma_{g}$ and $E, E^{\prime}$ are pull-backs of the non-trivial $\mathrm{SO}(3)$-bundle $F_{g}$ on $\Sigma_{g}$. The Lagrangian submanifolds associated to $Y, Y^{\prime}$ are the diagonal $\Delta$ and $\Gamma_{\phi_{*}}$.

In [KM11], Kronheimer and Mrowka use instanton Floer homology to define an invariant of 3manifolds which is called framed Floer homology. Let $T^{3}=S^{1} \times T^{2}$ be the 3-dimensional torus and $E_{1}$ be the $\mathrm{SO}(3)$-bundle on $T^{3}$ which is the pullback of the non-trivial bundle $F_{1}$ on $T^{2}$. The trivial $\mathrm{SO}(3)$-bundle on a 3-manifold $M$ and $E_{1}$ induces a bundle $E_{\#}$ on $Y_{\#}=M \# T^{3}$. The pair ( $Y_{\#}, E_{\#}$ ) is admissible and the factor $T^{2}$ of $T^{3}$ determines a nice homology class for this pair. The framed Floer homology $\mathrm{I}_{*}^{\sharp}(M)$ of $M$ is defined to be the associated instanton Floer homology. Given a Heegaard splitting $H \cup_{\Sigma_{g}} H^{\prime}$ of $Y$, we can obtain an admissible splitting of $\left(Y_{\#}, E_{\#}\right)$. Let $Y$ (resp. $Y^{\prime}$ ) be the boundary sum of $H$ (resp. $H^{\prime}$ ) and $[0,1] \times T^{2}$. Then $Y$ and $Y^{\prime}$ are 3 -manifolds whose boundary components are $\Sigma=\Sigma_{g+1} \sqcup T^{2}$. The non-trivial $\mathrm{SO}(3)$-bundle on $[0,1] \times T^{2}$ induces $\mathrm{SO}(3)$-bundles $E$ and $E^{\prime}$ on $Y$ and $Y^{\prime}$. The restriction $F$ of $E$ (or equivalently $E^{\prime}$ ) to $\Sigma$ is given by the non-trivial $\mathrm{SO}(3)$-bundle $F_{g+1}$ on $\Sigma_{g+1}$ and the bundle $F_{1}$ on $T^{2}$. In particular, $\mathcal{M}(\Sigma, F)=\mathcal{M}\left(\Sigma_{g+1}, F_{g+1}\right)$. The subspaces of elements of $\mathcal{M}\left(\Sigma_{g+1}, F_{g+1}\right)$ which extend as flat connections to $E$ and $E^{\prime}$ determine embedded Lagrangian submanifolds $L$ and $L^{\prime}$ of $\mathcal{M}\left(\Sigma_{g+1}, F_{g+1}\right)$. In [WW16, Definition 4.4.1], Wehrheim and Woodward, define a 3-manifold invariant as the Lagrangian Floer homology of $L$ and $L^{\prime}$. We call this invariant symplectic framed Floer homology of $M$, and denote it by $\mathrm{SI}_{*}^{\sharp}(M)$.
Theorem 3. The 3-manifold invariants $\mathrm{I}_{*}^{\sharp}(M)$ and $\mathrm{SI}_{*}^{\sharp}(M)$ together with their Chern-Simons filtrations, are isomorphic to each other.

The Chern-Simons filtrations on $\mathrm{I}_{*}^{\sharp}(M)$ and $\mathrm{SI}_{*}^{\sharp}(M)$ are defined in Section 7.1, where the proof of Theorem 3 is given. Forgetting this additional structure, Theorem 3 is a special case of Theorem 2.

For a pair of monotone Lagrangians $\left(L, L^{\prime}\right)$ in a symplectic manifold $(M, \omega), \operatorname{HF}\left(L, L^{\prime}\right)$ is a module over the quantum cohomology ring $Q H^{*}(M)$. See, for example, [Flo89, Sei01, Alb08, FOOO09a, BC09] for this structure on Lagrangian Floer homology and related constructions in symplectic geometry. For our purposes in the present paper, this structure determines an action of $Q H^{*}(\mathcal{M}(\Sigma, F))$ on $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$. To simplify the discussion we work with the coefficients in $\mathbf{Q}$ for the rest of the introduction. An explicit set of generators for the ring $Q H^{*}(\mathcal{M}(\Sigma, F))$ (or equivalently $H^{*}(\mathcal{M}(\Sigma, F))$ ) is given in [AB83]. There is a universal $\mathrm{SO}(3)$-bundle $\mathbb{F}$ over the product $\mathcal{M}(\Sigma, F) \times \Sigma$, and the slant products

$$
\begin{equation*}
\frac{1}{4} p_{1}(\mathbb{F}) \backslash \sigma, \quad \sigma \in H_{*}(\Sigma) \tag{1.2}
\end{equation*}
$$

defines an element of $H^{*}(\mathcal{M}(\Sigma, F))$. These cohomology classes as $\sigma$ varies over a generating set for $H_{*}(\Sigma)$ determine multiplicative generating for the cohomology ring of $\mathcal{M}(\Sigma, F)$. We write $m_{\sigma}^{S}$ : $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right) \rightarrow \mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$ for the induced action of (1.2), as an element of $Q H^{*}(\mathcal{M}(\Sigma, F))$, on $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$.

On the gauge theoretical side, there is an action of $H_{*}\left(Y_{\#}\right)$ on $I_{*}\left(Y_{\#}, E_{\#}\right)$ for any admissible pair $\left(Y_{\#}, E_{\#}\right)$. For $\sigma \in H_{*}\left(Y_{\#}\right)$, we denote the corresponding action by $m_{\sigma}^{G}: \mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right) \rightarrow \mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$. This action plays a crucial role in certain topological applications of instanton Floer homology of admissible pairs (see [KM10] for some instances of such topological applications), and it is related to $\mu$-classes and polynomial invariants in Donaldson theory of smooth closed 4-manifolds.
Theorem 4. Suppose $\sigma \in H_{1}(\Sigma) \oplus H_{2}(\Sigma)$, and the endomorphism $m_{\sigma}^{G}$ of $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ is defined using the inclusion of $\Sigma$ in $Y_{\#}$. Then the isomorphism $\mathbf{N}$ of Theorem 2 is compatible with $m_{\sigma}^{G}$ and the the homomorphism $m_{\sigma}^{S}$ on the symplectic side. That is to say, $\mathbf{N} \circ m_{\sigma}^{G}=m_{\sigma}^{S} \circ \mathbf{N}$.

This theorem is meant to feature an instance of a more general result. In particular, we believe that this theorem should generalize to the case that one uses arbitrary homology classes in $H_{*}(\Sigma)$ and the homology classes are defined with arbitrary coefficient ring.

The original version of the Atiyah-Floer conjecture was stated in [Ati88]. This version of the AtiyahFloer conjecture concerns the invariants of 3-manifolds with the same integral homology as $S^{3}$ [Flo88a]. One can generalize this conjecture so that it has the conjecture of [Ati88] and Theorem 3 as two special cases. A strategy to approach the Atiyah-Floer conjecture for admissible bundles, similar to the method of this paper, was proposed in [Fuk]. The key geometrical tool to prove the results of this paper is the mixed equation [Lip14, DFL] whereas the proposal of [Fuk] is based on a version of the ASD equation defined using degenerate metrics. Another major approach to the Atiyah-Floer conjecture makes use of adiabatic limits. The adiabatic limits method was already used in [DS94b] and it forms a crucial part of the programs of [Weh05, Dun15]. Other attempts to the Atiyah-Floer conjecture can be found in [Yos,LL95].

Notations. In this paper we shall be concerned with connections on manifolds of dimensions 2, 3 and 4 . To avoid confusion, we denote a typical connection on a 4 -manifold by $A$ (possibly with an index), on a 3 -manifold by $B$ (possibly with an index) and on a surface by a greek letter.

The Euclidean space $\mathbf{R}^{3}$ with the standard cross product defines a Lie algebra with an action of $\mathrm{SO}(3)$. This Lie algebra with the action of $\mathrm{SO}(3)$ is isomorphic to $\mathfrak{s o}(3)$, linear space of skew-adjoint endomorphisms of $\mathbf{R}^{3}$, and $\mathfrak{s u}(2)$, the linear space of trace free skew-Hermitian endomorphisms of $\mathbf{C}^{2}$. The Lie algebra structure and the action of $\mathrm{SO}(3)$ on $\mathfrak{s o}(3)$ and $\mathfrak{s u}(2)$ are respectively given by the commutator map and the adjoint action. Throughout this paper, we use this isomorphism to identify an $\mathrm{SO}(3)$ vector bundle $V$ with the bundle $\mathfrak{s o}(V)$ of skew-adjoint endomorphisms of $V$. We also define a bi-linear form tr : $\mathbf{R}^{3} \times \mathbf{R}^{3} \rightarrow \mathbf{R}$ given by $-\frac{1}{2}$ of the inner product. Using the identification with $\mathfrak{s u}(2)$, this bi-linear form can be identified with $\operatorname{tr}: \mathfrak{s u}(2) \times \mathfrak{s u}(2) \rightarrow \mathbf{R}$ which maps a pair of a skewHermitian matrices $A$ and $B$ to $\operatorname{tr}(A B)$. The bi-linear form tr induces a bi-liner form on sections of any $\mathrm{SO}(3)$-vector bundle, which is denoted by the same notation.

## 2 Floer homology groups

In this section, we recall the definitions of Floer homology groups $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ and $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$ for an admissible pair $\left(Y_{\#}, E_{\#}\right)$. The definition of the latter Floer homology group requires some preparation. First we recall the definition of the symplectic manifold $\mathcal{M}(\Sigma, F)$. Then we define the 3-manifold Lagrangian $L(Y, E)$, which is an immersed Lagrangian of $\mathcal{M}(\Sigma, F)$. In the case that $F$ is replaced with the trivial bundle, analogues of the 3-manifold Lagrangian $L(Y, E)$ are the main subject of study in [Her94]. Our case of interest is less complicated because there is no singular point in $\mathcal{M}(\Sigma, F)$.

### 2.1 3-manifolds and $\mathrm{SO}(3)$-bundles

Suppose $\Sigma$ is a Riemann surface with two connected components. We assume that $Y, Y^{\prime}$ are oriented connected 3-manifolds such that an identification of collar neighborhoods of their boundary components
with $[-1,2) \times \Sigma,(-2,1] \times \Sigma$ are fixed, which are respectively orientation preserving and orientation reversing. Throughout this paper, we use outward-normal-first convention to orient the boundary of an oriented 3-manifold and the first-factor-first convention to orient the product of two oriented manifolds. We reverse the orientation of $Y^{\prime}$ and glue it to $Y$ using the rule

$$
(t, x) \in[-1,1] \times \Sigma \subset Y \sim(t, x) \in[-1,1] \times \Sigma \subset Y^{\prime}
$$

to form a closed oriented 3-manifold $Y_{\#}$. It will be useful to fix a notation for the following subspaces of $Y, Y^{\prime}$

$$
\begin{equation*}
Y_{0}:=Y \backslash[-1,1) \times \Sigma, \quad Y_{0}^{\prime}:=Y^{\prime} \backslash(-1,1] \times \Sigma \tag{2.1}
\end{equation*}
$$

which are clearly diffeomorphic to $Y, Y^{\prime}$. Let $g, g^{\prime}$ be Riemannian metrics on $Y, Y^{\prime}$ that restrict to the product metric on the collar neighborhoods of the boundaries of $Y$ and $Y^{\prime}$ corresponding to a fixed metric on $\Sigma$. Gluing these metrics produces a metric $g_{\#}$ on $Y_{\#}$, and in the following we use $g, g^{\prime}$ or $g_{\#}$ when we need a metric on $Y, Y^{\prime}$ or $Y_{\#}$. We will impose further constraints on the metrics $g$ and $g^{\prime}$ in Section 6.

Suppose $F$ is an $\mathrm{SO}(3)$-bundle on $\Sigma$ with non-trivial restrictions to the connected components of $\Sigma$. Suppose $\mathrm{SO}(3)$-bundles $E, E^{\prime}$ on $Y, Y^{\prime}$ are also given such that their restrictions to $[-1,2) \times \Sigma \subset Y$, $(-2,1] \times \Sigma \subset Y^{\prime}$ are identified with $[-1,2) \times F,(-2,1] \times F$. Then we can glue these two $\mathrm{SO}(3)$-bundles to form the bundle $E_{\#}$ on $Y_{\#}$. In particular, $\left(Y_{\#}, E_{\#}\right)$ is an admissible pair with an admissible splitting as in (1.1) determined by $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$. This admissible pair with the given splitting shall be fixed for the rest of the paper.

### 2.2 The moduli space $\mathcal{M}(\Sigma, F)$

Throughout this section, we need to consider the space of connections on $\mathrm{SO}(3)$-bundles over manifolds of dimensions 2,3 and 4 . As the first instance, let $\mathcal{A}(\Sigma, F)$ be the space of connections on the bundle $F$. For analytical purposes, it is convenient to allow for Sobolev connections. To that end, we fix an integer $l \geq 2$, and assume that $\mathcal{A}(\Sigma, F)$ is defined using $L_{l-1}^{2}$ connections. ${ }^{1}$ Let $F \times_{\text {ad }} \mathrm{SU}(2)$ be the fiber bundle on $\Sigma$ associated to the framed bundle of $F$ via the adjoint action of $\mathrm{SO}(3)$ on $\mathrm{SU}(2)$. Any section of this fiber bundle is called a determinant one gauge transformation of $F$. We use this standard terminology for $\mathrm{SO}(3)$ bundles over manifolds of any dimension. The space of $L_{l}^{2}$ sections of $F \times{ }_{\text {ad }} \mathrm{SU}(2)$ forms the Banach Lie group $\mathcal{G}(F)$. Taking pullbacks with respect to elements of $\mathcal{G}(F)$ determines an action of this group on $\mathcal{A}(\Sigma, F)$, and the quotient space, the configuration space of connections on $\Sigma$, is denoted by $\mathcal{B}(\Sigma, F)$. Embedded in this infinite dimensional Banach manifold, there is the moduli space $\mathcal{M}(\Sigma, F)$, which consists of the elements of $\mathcal{B}(\Sigma, F)$ that are represented by flat connections. The dimension of $\mathcal{M}(\Sigma, F)$ is equal to $-3 \chi(\Sigma)$.
Remark 2.2. An alternative gauge group $\mathcal{G}_{\text {ex }}(F)$ can be defined by considering the sections of the fiber bundle $F \times_{\text {ad }} \mathrm{SO}(3)$ induced by the adjoint action of $\mathrm{SO}(3)$ on itself. There is an obvious map from $\mathcal{G}(F)$ to $\mathcal{G}_{\text {ex }}(F)$ induced by the quotient map $\mathrm{SU}(2)$ to $\mathrm{SO}(3)$. This map fits into an exact sequence:

$$
\mathbf{Z} / 2 \oplus \mathbf{Z} / 2 \hookrightarrow \mathcal{G}(F) \rightarrow \mathcal{G}_{\mathrm{ex}}(F) \rightarrow H^{1}(\Sigma ; \mathbf{Z} / 2) .
$$

[^1]The first map is the inclusion of the elements of $\mathcal{G}(F)$ which are locally equal to $\pm 1$, and the last map for $g \in \mathcal{G}_{\text {ex }}(F)$ is given as the obstruction of lifting $g$ to $\mathcal{G}(F)$ over the 1 -skeleton of $\Sigma$.

For a flat connection $\sigma$ on $F$, the tangent space of the smooth manifold $\mathcal{M}(\Sigma, F)$ at $[\sigma]$ is given by

$$
\begin{equation*}
\mathcal{H}^{1}(\Sigma ; \sigma)=\left\{c \in \Omega^{1}\left(\Sigma, \Lambda^{1} \otimes F\right) \mid d_{\sigma} c=0, d_{\sigma}^{*} c=0\right\} . \tag{2.3}
\end{equation*}
$$

We consider the $L^{2}$ inner product

$$
\begin{equation*}
\left\langle c, c^{\prime}\right\rangle:=-\int_{\Sigma} \operatorname{tr}\left(c \wedge *_{2} c^{\prime}\right) \tag{2.4}
\end{equation*}
$$

on (2.3), where tr is defined by applying the inner product of $F$ to the vector factor of $c$ and $c^{\prime}$. In this paper, we use a similar convention to define inner products of differential forms of any degree with values in an $\mathrm{SO}(3)$-bundle over a Riemannian manifold. We similarly define a symplectic form $\Omega$ on $\mathcal{H}^{1}(\Sigma ; \sigma)$ :

$$
\begin{equation*}
\Omega\left(c, c^{\prime}\right):=-\int_{\Sigma} \operatorname{tr}\left(c \wedge c^{\prime}\right) . \tag{2.5}
\end{equation*}
$$

The complex structure $J_{*}: \mathcal{H}^{1}(\Sigma ; \sigma) \rightarrow \mathcal{H}^{1}(\Sigma ; \sigma)$, defined as $J_{*}(c)=*_{2} c$, can be used to relate the metric and the symplectic form:

$$
\left\langle c, c^{\prime}\right\rangle=\Omega\left(c, J_{*} c^{\prime}\right)
$$

The basic topological invariants of $\mathcal{M}(\Sigma, F)$ are well understood. This manifold is simply connected and $\pi_{2}(\mathcal{M}(\Sigma, F))=\pi_{2}\left(\mathcal{M}\left(\Sigma_{0}, F_{0}\right)\right) \oplus \pi_{2}\left(\mathcal{M}\left(\Sigma_{1}, F_{1}\right)\right)$ where $\pi_{2}\left(\mathcal{M}\left(\Sigma_{i}, F_{i}\right)\right)=0$ if the genus of the connected component $\Sigma_{i}$ of $\Sigma$ is 1, and $\pi_{2}\left(\mathcal{M}\left(\Sigma_{i}, F_{i}\right)\right)=\mathbf{Z}$ otherwise [AB83, DS94a]. In fact, for a surface $\Sigma_{g}$ of genus $g \geq 2$, a generator of $\pi_{2}\left(\mathcal{M}\left(\Sigma_{g}, F_{g}\right)\right)$ can be constructed in the following way. There is a connection $A$ on the pullback of $F_{g}$ to $D^{2} \times \Sigma_{g}$ such that for any point $z \in D^{2}$ the restriction $\left.A\right|_{\{z\} \times \Sigma_{g}}$ is flat, the restriction of $A$ to the boundary $S^{1} \times \Sigma_{g}$ is flat and

$$
\frac{1}{8 \pi^{2}} \int_{D^{2} \times \Sigma_{g}} \operatorname{tr}\left(F_{A} \wedge F_{A}\right)=\frac{1}{2}
$$

In particular, for any $z \in S^{1}$, the flat connection $\left.A\right|_{\{z\} \times \Sigma_{g}}$ represents a fixed element $\alpha$ of $\mathcal{M}\left(\Sigma_{g}, F_{g}\right)$. Therefore, $A$ induces a map $s:\left(D^{2}, S^{1}\right) \rightarrow\left(\mathcal{M}\left(\Sigma_{g}, F_{g}\right), \alpha\right)$ determining a generator of $\pi_{2}\left(\mathcal{M}\left(\Sigma_{g}, F_{g}\right)\right)$. Since the connections $\left.A\right|_{\{z\} \times \Sigma_{g}}$ for $z \in S^{1}$ are gauge equivalent to a fixed (irreducible) flat connection, we also obtain a loop in $\mathcal{G}\left(F_{g}\right) /\{ \pm 1\}$ from the restriction of $A$ to $S^{1} \times \Sigma_{g}$ which gives a generator of $\pi_{1}\left(\mathcal{G}\left(F_{g}\right) /\{ \pm 1\}\right)$.

### 2.3 3-manifold Lagrangians

Suppose $(Y, E)$ is as in Subsection 2.1. Fix a smooth connection $B_{0}$ on $E$, and define

$$
\mathcal{A}(Y, E):=\left\{B_{0}+b \mid b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)\right\}
$$

The group $\mathcal{G}(E)$ of determinant one gauge transformations of $E$ with finite $L_{l+1}^{2}$ norm acts smoothly on $\mathcal{A}(Y, E)$ by taking pull back. We denote the quotient space by $\mathcal{B}(Y, E)$. Let $B \in \mathcal{A}(Y, E)$ be an
irreducible connection, that is to say, the stabilizer of $B$ with respect to the action of $\mathcal{G}(E)$ consists of only $\pm 1$. Then $\mathcal{B}(Y, E)$ is a Banach smooth manifold at the class of $B$. The tangent space of $\mathcal{B}(Y, E)$ at this point can be identified with the Banach space

$$
\begin{equation*}
X_{B}:=\left\{b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)\left|d_{B}^{*} b=0, *_{3} b\right|_{\Sigma}=0\right\} . \tag{2.6}
\end{equation*}
$$

In particular, for any $b$ in $L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$, the tangent space of $\mathcal{A}(Y, E)$ at $B$, there is $\zeta \in L_{l+1}^{2}(Y, E)$ such that $b-d_{B} \zeta$ belongs to $X_{B}$. There is a variation of this fact which shall be useful. Let $b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ such that $\left.b\right|_{\Sigma}=0$. Then there is $\zeta \in L_{l+1}^{2}(Y, E)$ with $\left.\zeta\right|_{\Sigma}=0$ such that $d_{B}^{*}\left(b-d_{B} \zeta\right)=0$.

Define a $\mathcal{G}(E)$-equivariant map $\phi: \mathcal{A}(Y, E) \rightarrow L_{l-1}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ by

$$
\begin{equation*}
\phi(B)=*_{3} F_{B} . \tag{2.7}
\end{equation*}
$$

In general the space $L(Y, E):=\phi^{-1}(0) / \mathcal{G}(E)$ might not be smooth because $\phi$ might have zeros which are not cut down transversely. To achieve transversality, we perturb $\phi$ following a standard scheme used in various places including [Don87, Flo88a, Tau90, Her94, KM11].

In Section 6.1, we review the definition of a family of functions defined on $\mathcal{A}(Y, E)$, which are known as cylinder functions. Given a cylinder function $h: \mathcal{A}(Y, E) \rightarrow \mathbf{R}$, we may define its formal gradient $\nabla h: \mathcal{A}(Y, E) \rightarrow L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ with respect to the $L^{2}$ metric on $\mathcal{A}(Y, E)$. This determines a gauge invariant perturbation of (2.7):

$$
\begin{equation*}
\phi_{h}(B)=*_{3} F_{B}+\nabla_{B} h . \tag{2.8}
\end{equation*}
$$

The function $h$ depends only on the restriction of the connection $B$ to the interior of $Y_{0}$. In particular, $\nabla_{B} h$ vanishes on a neighborhood of the boundary of $Y$. Moreover, invariance of $h$ with respect to the action of $\mathcal{G}(E)$ implies that $d_{B}^{*} \nabla_{B} h$ vanishes. This together with Bianchi identity implies that $\phi_{h}(B)$ belongs to the kernel of $d_{B}^{*}$. We write $L_{h}(Y, E)$ for the quotient space $\phi_{h}^{-1}(0) / \mathcal{G}(E)$. Any element of $L_{h}(Y, E)$ restricts to a flat connection on the boundary Riemann surface $\Sigma$. In particular, this defines a map $r: L_{h}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$.

The linearization of $\phi_{h}$ at any connection $B$ modulo the action of the gauge group defines a map from $X_{B}$ to $L_{l-1}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ as follows:

$$
\begin{equation*}
b \rightarrow *_{3} d_{B} b+\operatorname{Hess}_{B} h(b) . \tag{2.9}
\end{equation*}
$$

This map has an infinite dimensional co-kernel and is not Fredholm. To resolve this issue, let $\Pi_{B}$ be the projection to the kernel of $d_{B}^{*}$ acting on $L_{l-1}^{2}\left(Y, \Lambda^{1} \otimes E\right)$. Since $d_{B^{\prime}}^{*} \phi_{h}\left(B^{\prime}\right)=0$ for any $B^{\prime} \in \mathcal{A}(Y, E)$, the zeros of $\phi_{h}$ and $\Pi_{B} \circ \phi_{h}$, in a neighborhood of $B$, agree with each other. Therefore, we may consider linearization of the operator $\Pi_{B} \circ \phi_{h}$ to study the deformation theory of the space $L_{h}(Y, E)$.

Proposition 2.10 ([Her94]). Suppose B represents an element of $L_{h}(Y, E)$. Then

$$
d_{B}^{*}\left(*_{3} d_{B}+\operatorname{Hess}_{B} h\right)=0 .
$$

In particular, the linearization of $\Pi_{B} \circ \phi_{h}$, denoted by $L_{B}: X_{B} \rightarrow \operatorname{ker}\left(d_{B}^{*}\right)$, is given by (2.9). The operator $L_{B}$ is Fredholm with index $-\frac{3}{2} \chi(\Sigma)$. The kernel of this operator can be identified with

$$
\begin{equation*}
\mathcal{H}_{h}^{1}(Y ; B):=\left\{b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)\left|*_{3} b\right|_{\Sigma}=0, d_{B}^{*} b=0, *_{3} d_{B}(b)+\operatorname{Hess}_{B} h(b)=0\right\}, \tag{2.11}
\end{equation*}
$$

and its cokernel is given by

$$
\begin{equation*}
\mathcal{H}_{h}^{1}(Y, \Sigma ; B):=\left\{b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)|b|_{\Sigma}=0, d_{B}^{*} b=0, *_{3} d_{B}(b)+\operatorname{Hess}_{B} h(b)=0\right\} . \tag{2.12}
\end{equation*}
$$

Proof. Let $\Psi$ be a smooth 0 -form on $Y$ with values in $E$ which is supported in the interior of $Y$, and $b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$. If $B_{t}$ is the connection $B+t b$, then the inner product of $*_{3} F_{B_{t}}+\nabla_{B_{t}} h$ and $d_{B_{t}} \Psi$ vanishes. Taking derivative with respect to $t$ implies that:

$$
\left\langle *_{3} d_{B} b+\operatorname{Hess}_{B} h(b), d_{B} \Psi\right\rangle_{L^{2}(Y)}+\left\langle *_{3} F_{B}+\nabla_{B} h,[b, \Psi]\right\rangle_{L^{2}(Y)}=0
$$

Now the claim follows from the assumption that $*_{3} F_{B}+\nabla_{B} h$ vanishes. The remaining claims can be treated as in [Her94].

As another useful property of cylinder functions, we record the following lemma. It is a consequence of the symmetric property of hessians.

Lemma 2.13. Suppose $B \in \mathcal{A}(Y, E)$ and $b, b^{\prime} \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$. Then we have

$$
\begin{equation*}
\int_{Y} \operatorname{tr}\left(b \wedge *_{3} \operatorname{Hess}_{B} h\left(b^{\prime}\right)\right)=\int_{Y} \operatorname{tr}\left(*_{3} \operatorname{Hess}_{B} h(b) \wedge b^{\prime}\right) \tag{2.14}
\end{equation*}
$$

To study regularity properties of $L_{h}(Y, E)$ for a general choice of $h$, it is useful to consider the family version of this construction. Let $\mathcal{P}$ denote the parameter space of cylinder functions (to be defined in Section 6.1). Define a gauge invariant map $\Phi: \mathcal{A}(Y, E) \times \mathcal{P} \rightarrow L_{l-1}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ as follows:

$$
\begin{equation*}
\Phi(B, \rho)=*_{3} F_{B}+\nabla_{B} h_{\rho} . \tag{2.15}
\end{equation*}
$$

Then $\mathbf{L}(Y, E)=\Phi^{-1}(0) / \mathcal{G}(E)$ determines the family version of $L_{h}(Y, E)$. There is an obvious map $\pi: \mathbf{L}(Y, E) \rightarrow \mathcal{P}$ such that the fibers of this map are the spaces $L_{h}(Y, E)$. Any element of $\mathbf{L}(Y, E)$ restricts to a flat connection on the boundary Riemann surface $\Sigma$. In particular, we have a map $\mathbf{r}$ : $\mathbf{L}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$. Obviously the restriction of this map to each subspace $L_{h}(Y, E)$ is $r$. The proof of the following proposition will be given in Section 6.1.

Proposition 2.16 ([Her94]). The map $\Phi$ is a submersion, and hence the space $\mathbf{L}(Y, E)$ is a smooth Banach manifold. The projection map $\pi: \mathbf{L}(Y, E) \rightarrow \mathcal{P}$ is a proper Fredholm map of index $-\frac{3}{2} \chi(\Sigma)$. Moreover, the restriction map $\mathbf{r}: \mathbf{L}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ is a submersion.

Proposition 2.16 and Sard-Smale theorem imply that the space $L_{h}(Y, E)$ is a smooth compact manifold of dimension $-\frac{3}{2} \chi(\Sigma)$ for a generic choice of $h$. Thus, Proposition 2.10 implies that for any such $h$ and any $[B] \in L_{h}(Y, E), \mathcal{H}_{h}^{1}(Y ; B)$ has dimension $-\frac{3}{2} \chi(\Sigma)$ and $\mathcal{H}_{h}^{1}(Y, \Sigma ; B)$ is trivial. For any such $B$ and any $b \in \mathcal{H}_{h}^{1}(Y ; B)$, the restriction $c:=\left.b\right|_{\Sigma}$ is $d_{\sigma}$ closed where $\sigma=\left.B\right|_{\Sigma}$. Thus, there is $\xi$ such that $c-d_{\sigma} \xi$ belongs to $\mathcal{H}^{1}(\Sigma ; \sigma)$, and the derivative of the restriction map $r: L_{h}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ at $B$ is given by $b \rightarrow c-d_{\sigma} \xi$. Thus, if $b$ belongs to the kernel of this map, then there is $\zeta \in L_{l+1}^{2}(Y, E)$ such that $b-d_{B} \zeta$ restricts to the trivial 1 -form on $\Sigma$. In particular, by applying the fact mentioned at the beginning of this subsection, we may assume that $b-d_{B} \zeta \in \mathcal{H}_{h}^{1}(Y, \Sigma ; B)$, which implies that $b=d_{B} \zeta$ because of our assumption on $h$. Since $b \in X_{b}$, this implies that $b=0$. Thus, the restriction map $r$ is an immersion.

Proposition 2.17. Suppose $h$ is a regular value of the projection map $\pi: \mathbf{L}(Y, E) \rightarrow \mathcal{P}$. Then the immersion $r: L_{h}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ is Lagrangian. Moreover, given a finite dimensional smooth manifold $N$ and a smooth map $s: N \rightarrow \mathcal{M}(\Sigma, F)$, for a generic h, the map $r$ is transversal to $s$.

In the following, if $h$ satisfies the assumption of the first part of this proposition, we say $L_{h}(Y, E)$ is regular.

Proof. Suppose $B$ represents an element of $L_{h}(Y, E)$ and $b, b^{\prime} \in \mathcal{H}_{h}^{1}(Y ; B)$. Suppose also $c$ and $c^{\prime}$ denote the restrictions of these elements to $\Sigma$ :

$$
\begin{aligned}
\int_{\Sigma} \operatorname{tr}\left(c \wedge c^{\prime}\right) & =\int_{Y} \operatorname{tr}\left(d_{B} b \wedge b^{\prime}\right)-\operatorname{tr}\left(b \wedge d_{B} b^{\prime}\right) \\
& =-\int_{Y} \operatorname{tr}\left(*_{3} \operatorname{Hess}_{B} h(b) \wedge b^{\prime}\right)-\operatorname{tr}\left(b \wedge *_{3} \operatorname{Hess}_{B} h\left(b^{\prime}\right)\right) \\
& =0
\end{aligned}
$$

where the last identity is a consequence of Lemma 2.13. To verify the second part, notice that $\mathbf{r}$ : $\mathbf{L}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ is transversal to $s: N \rightarrow \mathcal{M}(\Sigma, F)$ because the former map is a submersion. In particular, the following space is a smooth Banach manifold:

$$
\mathbf{L}(Y, E)_{\mathbf{r}} \times_{s} N:=\{([A], x) \mid[A] \in \mathbf{L}(Y, E), x \in N, \mathbf{r}([A])=s(x)\} .
$$

The map $p$ induces a map from $\mathbf{L}(Y, E)_{\mathbf{r}} \times{ }_{s} N$ to $\mathcal{P}$ which is Fredholm (with index $-\frac{3}{2} \chi(\Sigma)+\operatorname{dim}(N)-$ $\operatorname{dim}(\mathcal{M}(\Sigma, F)))$. If $h$ is a regular value of this map, then $r: L_{h}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ is transversal to $s: N \rightarrow \mathcal{M}(\Sigma, F)$. Therefore, the second part is a consequence of the Sard-Smale theorem.

Proposition 2.18. Suppose $h, h^{\prime} \in \mathcal{P}$ are two cylinder functions such that $L_{h}(Y, E)$ and $L_{h^{\prime}}(Y, E)$ are immersed Lagrangians of $\mathcal{M}(\Sigma, F)$. Then $L_{h}(Y, E)$ and $L_{h^{\prime}}(Y, E)$ are Lagrangian cobordant. That is to say, there is a Lagrangian immersion $R: V \rightarrow \mathbf{R}^{2} \times \mathcal{M}(\Sigma, F)$ such that there are subspaces $V_{-}, V_{+} \subset V$ with the property that

$$
R^{-1}((-\infty,-1] \times \mathbf{R} \times \mathcal{M}(\Sigma, F))=V_{-}, \quad R^{-1}([1, \infty) \times \mathbf{R} \times \mathcal{M}(\Sigma, F))=V_{+},
$$

$V_{-}, V_{+}$can be identified with $(-\infty,-1] \times L_{h}(Y, E),[1, \infty) \times L_{h^{\prime}}(Y, E)$, and the restrictions of $R$ to $V_{ \pm}$is given by (id, $0, r$ ). Here the symplectic structure on the product space $\mathbf{R}^{2} \times \mathcal{M}(\Sigma, F)$ is induced by the standard symplectic structure $d x \wedge d y$ on $\mathbf{R}^{2}$ and the symplectic form $\Omega$ on $\mathcal{M}(\Sigma, F)$.

A closely related result is proved in [Her94]. In the case that the bundles $F$ and $E$ over $\Sigma$ and $Y$ are trivial, Herlad shows that $L_{h}(Y, E)$, which is a singular Lagrangian in the singular symplectic manifold $\mathcal{M}(\Sigma, F)$, has a Legendrian lift to a certain $S^{1}$-bundle over $\mathcal{M}(\Sigma, F)$, and there is a Legendrian cobordism from the Legendrian lift of $L_{h}(Y, E)$ to the Legendrian lift of $L_{h^{\prime}}(Y, E)$ for any two choices of perturbation functions $h$ and $h^{\prime}$. Herlad's result has a counterpart in the admissible setup of this paper. However, we content ourselves with Proposition 2.18.

Proof. For $t \in \mathbf{R}$, suppose $h_{t} \in \mathcal{P}$ is a 1-parameter family of cylinder functions depending smoothly on $t$ such that $h_{t}=h$ for $t \leq-1$ and $h_{t}=h^{\prime}$. Let also $g_{t}$ be the function $\left.\frac{d h_{\tau}}{d \tau}\right|_{\tau=t}$. Define

$$
V=\left\{(t,[B]) \in \mathbf{R} \times \mathcal{B}(Y, E) \mid *_{3} F_{B}+\nabla_{B} h_{t}=0\right\} .
$$

As a consequence of Proposition 2.16, this family of cylinder functions can be chosen such that $V$ is a smooth manifold, and its tangent space at $(t,[B])$ is given as

$$
\begin{equation*}
T_{(t,[B])} V=\left\{(s, b)\left|*_{3} b\right|_{\Sigma}=0, d_{B}^{*} b=0, *_{3} d_{B}(b)+\operatorname{Hess}_{B} h(b)+s \nabla_{B} g_{t}=0\right\} . \tag{2.19}
\end{equation*}
$$

Since $V$ is cut down transversely, the vector space

$$
\begin{equation*}
\left\{b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)|b|_{\Sigma}=0, d_{B}^{*} b=0, *_{3} d_{B}(b)+\operatorname{Hess}_{B} h(b)=0,\left\langle\nabla_{B} g_{t}, b\right\rangle=0\right\} \tag{2.20}
\end{equation*}
$$

is trivial. Consider the map $R: V \rightarrow \mathbf{R}^{2} \times \mathcal{M}(\Sigma, F)$ defined as

$$
R(t,[B])=\left(t, g_{t}([B]), r([B])\right) .
$$

Analogous to the map $r$ and using the triviality of (2.20), one can see that $R$ is an immersion. Let $(s, b)$ and $\left(s^{\prime}, b^{\prime}\right)$ be two vectors in (2.19), and $c, c^{\prime}$ denote the restrictions of $b, b^{\prime}$ to $\partial Y$. Then we have

$$
\begin{aligned}
\int_{\Sigma} \operatorname{tr}\left(c \wedge c^{\prime}\right) & =\int_{Y} \operatorname{tr}\left(d_{B} b \wedge b^{\prime}\right)-\operatorname{tr}\left(b \wedge d_{B} b^{\prime}\right) \\
& =-\int_{Y} \operatorname{tr}\left(\left(*_{3} \operatorname{Hess}_{B} h(b)+s *_{3} \nabla_{B} g_{t}\right) \wedge b^{\prime}\right)-\operatorname{tr}\left(b \wedge\left(*_{3} \operatorname{Hess}_{B} h\left(b^{\prime}\right)+s^{\prime} *_{3} \nabla_{B} g_{t}\right)\right) \\
& =s\left\langle\nabla_{B} g_{t}, b^{\prime}\right\rangle-s^{\prime}\left\langle\nabla_{B} g_{t}, b\right\rangle
\end{aligned}
$$

It is easy to see from this identity that $R$ induces a Lagrangian immersion.

### 2.4 Floer homology groups

In this subsection, the pairs $(Y, E),\left(Y^{\prime}, E^{\prime}\right)$ and the glued up pair $\left(Y_{\#}, E_{\#}\right)$ is given as in Subsection 2.1. The construction of Subsection 2.3 can be used to form two immersed Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ of $\mathcal{M}(\Sigma, F)$. The essential assumption that we make throughout the paper is:

Hypothesis 1. For any positive real number $\varepsilon$, there is $h$ such that the associated parameter in $\mathcal{P}$ is smaller than $\varepsilon, L_{h}(Y, E)$ is regular, and $r: L_{h}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ defines a submanifold. The pair $\left(Y^{\prime}, E^{\prime}\right)$ satisfies a similar property.

The following proposition provides a special case where the assumptions in Hypothesis 1 are always satisfied.

Proposition 2.21. If the inclusion map induces a surjection of the fundamental group of a connected component $\Sigma_{0}$ of $\Sigma$ into $\pi_{1}(Y)$, then $L_{h}(Y, E)$ with $h=0$, denoted by $L_{0}(Y, E)$, is regular and $r: L_{0}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ defines an embedded submanifold.

Proof. It is clear that $r: L_{0}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ is injective. For $B \in L_{0}(Y, E)$, it suffices to show that $\mathcal{H}^{1}(Y, \Sigma ; B)$ is trivial. Let $b$ be a 1 -form with values in $E$ such that

$$
\left.b\right|_{\Sigma}=0, \quad d_{B}^{*} b=0, \quad d_{B} b=0 .
$$

Let $\zeta$ be the section of $E$ defined as

$$
\zeta(p):=\int_{\gamma} \gamma^{*} b \quad \text { for } p \in Y
$$

Here $\gamma$ is a path from a base point $p_{0} \in \Sigma_{0}$ to $p$ and to define the integral, we trivialize $E$ along $\gamma$ using parallel transport with respect to $B$. This integral does not depend on the choice of $\gamma$, because the integral of $b$ over any closed path based at $p_{0}$ vanishes. To see the latter claim, note that any closed path based at $p_{0}$ can be homotoped into a closed path in $\Sigma_{0}$ and the Stokes theorem and the assumption $d_{B} b=0$ show that the integral does not change throughout the homotopy. Since $\left.b\right|_{\Sigma_{0}}=0$, the integral over a path in $\Sigma$ clearly vanishes. The definition of $\zeta$ implies that $b=d_{B} \zeta$. Using the Stokes theorem we have

$$
\begin{align*}
\|b\|_{L^{2}} & =-\int_{Y} \operatorname{tr}\left(d_{B} \zeta \wedge *_{3} d_{B} \zeta\right) \\
& =-\int_{\Sigma} \operatorname{tr}\left(\zeta \wedge *_{3} d_{B} \zeta\right)+\int_{Y} \operatorname{tr}\left(\zeta \wedge d_{B} *_{3} d_{B} \zeta\right) . \tag{2.22}
\end{align*}
$$

The second term in the last expression vanishes because $d_{B}^{*} b=0$. Since $\left.d_{B} \zeta\right|_{\Sigma}=0$ and the restriction of $B$ to each boundary component of $\Sigma$ is irreducible, $\left.\zeta\right|_{\Sigma}=0$, which implies the vanishing of the first term in (2.22).

Suppose $h$ and $h^{\prime}$ are chosen such that $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are embedded Lagrangian submanifolds of $\mathcal{M}(\Sigma, F)$. Proposition 2.17 implies that by a small perturbation of the cylinder function $h$ (or $h^{\prime}$ ), we may assume that the submanifolds $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are transversal to each other. To define symplectic instanton Floer homology $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$ as the Lagrangian Floer homology of these two Lagrangians, we need to guarantee that $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ satisfy further restrictive assumptions.

Definition 2.23. Suppose $L$ is a Lagrangian submanifold of a symplectic manifold ( $M, \omega$ ). Suppose $\mu: \pi_{2}(X, L) \rightarrow \mathbf{Z}$ is the Maslov index function. Integrating the symplectic form $\omega$ on discs with boundary values in $L$ defines another map $[\omega]: \pi_{2}(X, L) \rightarrow \mathbf{R}$. The Lagrangian $L$ is monotone if there is a positive constant $c$ such that

$$
\begin{equation*}
[\omega]=c \mu . \tag{2.24}
\end{equation*}
$$

The positive generator of the image $\mu$ is called the minimal Maslov number of $L$.
Definition 2.25. Suppose $L$ and $L^{\prime}$ are Lagrangian submanifolds of a symplectic manifold $(M, \omega)$. Suppose $\Omega\left(L, L^{\prime}\right)$ denotes the space of all paths from $L^{\prime}$ to $L$. Any $\alpha \in L \cap L^{\prime}$ determines a constant path $o_{\alpha} \in \Omega\left(L, L^{\prime}\right)$. Any element of $\pi_{1}\left(\Omega\left(L, L^{\prime}\right), o_{\alpha}\right)$ determines a continuous map from $S^{1} \times[-1,1]$ to $M$ with boundary components $S^{1} \times\{1\}, S^{1} \times\{-1\}$ mapped to $L$ and $L^{\prime}$. In particular, the Maslov index and the symplectic form induces maps $\mu: \pi_{1}\left(\Omega\left(L, L^{\prime}\right), o_{\alpha}\right) \rightarrow \mathbf{Z}$ and $[\omega]: \pi_{1}\left(\Omega\left(L, L^{\prime}\right), o_{\alpha}\right) \rightarrow \mathbf{R}$. We say the pair $\left(L, L^{\prime}\right)$ is monotone, if there is a positive constant $c$ such that:

$$
\begin{equation*}
[\omega]=c \mu . \tag{2.26}
\end{equation*}
$$

for any choice of $\alpha$. The positive generator of the image $\mu$ is called the minimal Maslov number of ( $L, L^{\prime}$ ).

The following proposition will be proved in Subsection 4.6. The proof of this proposition utilizes the linear theory of the mixed equation, discussed in the next subsection.

Proposition 2.27. The Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are orientable and monotone with minimal Maslov numbers 4. In fact, the pair $\left(L_{h}(Y, E), L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)\right)$ is monotone.

Remark 2.28. If $L$ and $L^{\prime}$ are monotone Lagrangians in a simply connected symplectic manifold $(M, \omega)$, then $\left(L, L^{\prime}\right)$ is also a monotone pair. In particular, the second part of Proposition 2.27 is an immediate consequence of the first part.

Now we review how Proposition 2.27 allows us to define Lagrangian Floer homology of the monotone $\operatorname{pair}\left(L_{h}(Y, E), L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)\right)$ [Oh93]. Suppose $\alpha, \beta$ belong to the finite set $\mathfrak{C}_{S}:=L_{h}(Y, E) \cap L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$. Let $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ be a smooth map such that

$$
\begin{equation*}
u(-s, \theta)=\alpha, \quad u(s, \theta)=\beta, \quad \forall(s, \theta) \in[1, \infty) \times[-1,1] \tag{2.29}
\end{equation*}
$$

and it satisfies the boundary conditions

$$
\begin{equation*}
\left.u\right|_{\mathbf{R} \times\{1\}} \subset L_{h}(Y, E),\left.\quad u\right|_{\mathbf{R} \times\{-1\}} \subset L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right) . \tag{2.30}
\end{equation*}
$$

Given another map $u^{\prime}: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ with similar properties, we say $u$ and $u^{\prime}$ are homotopic, if there is a smooth map $U: \mathbf{R} \times[-1,1] \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ such that
(i) for any $t \in[-1,1],\left.U\right|_{\mathbf{R} \times[-1,1] \times\{t\}}$ satisfies (4.74) and (2.30);
(ii) $\left.U\right|_{\mathbf{R} \times[-1,1] \times\{-1\}}=u$ and $\left.U\right|_{\mathbf{R} \times[0,1] \times\{1\}}=u^{\prime}$.

Equivalence classes of this relation can be regarded as homotopy classes of paths from $\alpha$ to $\beta$ in $\Omega\left(\left(L_{h}(Y, E), L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)\right)\right)$. The set of all such homotopy classes is denoted by $\pi_{2}(\alpha, \beta)$. Maslov class of any $p \in \pi_{2}(\alpha, \beta)$, denoted by $\mu(p)$, is defined to be the Maslov class of any representative of $p$. For a path $p$, it is helpful to form a space $\mathcal{B}_{S}(\alpha, \beta)_{p}$ consisting of more general representatives of $p$.

To define $\mathcal{B}_{S}(\alpha, \beta)_{p}$, let exp denote the exponential map with respect to an arbitrary metric on $\mathcal{M}(\Sigma, F)$. A continuous map $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ satisfying (2.30) is an element of $\mathcal{B}_{S}(\alpha, \beta)_{p}$ if the following conditions hold. The covariant derivatives $\nabla^{k}(d u)$ have finite $L^{2}$ norms for $0 \leq k \leq l-1$. Moreover, there is $t_{0}$ such that the restriction of $u$ to $\left(-\infty,-t_{0}\right]$ and $\left[t_{0}, \infty\right)$ is given by $\exp _{\alpha} v_{-}$and $\exp _{\beta} v_{+}$for $v_{-} \in L_{l}^{2}\left(\left(-\infty,-t_{0}\right] \times[-1,1], T_{\alpha} \mathcal{M}(\Sigma, F)\right)$ and $v_{+} \in L_{l}^{2}\left(\left[t_{0}, \infty\right) \times[-1,1], T_{\beta} \mathcal{M}(\Sigma, F)\right)$. In particular, $u$ determines an element of $\pi_{2}(\alpha, \beta)$, which we denote by $p$. We call $\mathcal{B}_{S}(\alpha, \beta)_{p}$ the configuration space of strips corresponding to the path $p$.

The set $\mathfrak{C}_{S}$ can be decomposed as

$$
\mathfrak{C}_{S}:=\bigcup_{o} \mathfrak{C}_{S, o},
$$

where $o$ runs over the set of the connected components of $\Omega\left(L_{h}(Y, E), L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)\right)$ and $\mathfrak{C}_{S, o}$ consists of $\alpha \in \mathfrak{C}_{S}$ such that $o_{\alpha}=o$. There is a relative $\mathbf{Z} / 4 \mathbf{Z}$-grading $\operatorname{deg}_{S}$ on each $\mathfrak{C}_{S, o}$, which is called Floer grading. Let $\alpha, \beta \in \mathfrak{C}_{S, o}$ and $p$ be a path from $\alpha$ to $\beta$ in $\Omega\left(L_{h}(Y, E), L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)\right)$. Then define

$$
\begin{equation*}
\operatorname{deg}_{S}(\alpha)-\operatorname{deg}_{S}(\beta) \equiv \mu(p) \quad \bmod 4 \tag{2.31}
\end{equation*}
$$

Proposition 2.27 implies that the value of $\mu(p) \bmod 4$ is independent of the choice of $p$ and hence $\operatorname{deg}_{S}$ is well-defined. A relative $\mathbf{Z} / 4 \mathbf{Z}$-grading on $\mathfrak{C}_{S}$ is compatible with the Floer grading if its restriction to each $\mathfrak{C}_{S, o}$ agrees with the Floer grading.
Remark 2.32. Since $\mathcal{M}(\Sigma, F)$ is simply connected, the connected component of $o_{\alpha}$ is determined by the connected components of $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ that contain $\alpha$. In particular, if $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are connected, then $\Omega\left(L_{h}(Y, E), L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)\right)$ is path connected. Consequently, there is a unique relative $\mathbf{Z} / 4 \mathbf{Z}$-grading on $\mathfrak{C}_{S}$ compatible with the Floer grading. This, for example, happens for the Lagrangians involved in the definition of symplectic framed Floer homology.

Fix a 1-parameter family of $\Omega$-compatible almost complex structures $\mathcal{J}=\left\{J_{\theta}\right\}_{\theta \in[-1,1]}$ on $\mathcal{M}(\Sigma, F)$, and consider the Cauchy-Riemann equation

$$
\begin{equation*}
\frac{\partial u}{\partial \theta}-J_{\theta} \frac{\partial u}{\partial s}=0 \tag{2.33}
\end{equation*}
$$

where $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ satisfies the Lagrangian boundary condition of (2.30). Any solution of (2.33), with $\|d u\|_{L^{2}}$ being finite, belongs to $\mathcal{B}_{S}(\alpha, \beta)_{p}$ for some choice of $\alpha, \beta$ and the homotopy class of a path $p$ from $\alpha$ to $\beta$. The space of all such solutions of (2.33) is denoted by $\mathrm{M}_{S}(\alpha, \beta)_{p}$. Translation along the $\mathbf{R}$ factor defines an $\mathbf{R}$-action on $\mathrm{M}_{S}(\alpha, \beta)_{p}$, which is free unless $\mathrm{M}_{S}(\alpha, \beta)_{p}$ contains the constant map to $\alpha$. The quotient space by this action is denoted by $\breve{\mathrm{M}}_{S}(\alpha, \beta)_{p}$.

For any $u \in \mathcal{B}_{S}(\alpha, \beta)_{p}$, let $\mathcal{D}_{u}$ denote the linearization of (2.33). Then $\mathcal{D}_{u}$ is an operator acting on $L_{l}^{2}$ sections of $u^{*} T \mathcal{M}(\Sigma, F)$ with the boundary condition that the restriction of $u$ to $\mathbf{R} \times\{1\}$ and $\mathbf{R} \times\{-1\}$ belong to $T L_{h}(Y, E)$ and $T L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$, and $L_{l-1}^{2}\left(\mathbf{R} \times[-1,1], u^{*} T \mathcal{M}(\Sigma, F)\right)$ is the target of this operator. For a section $\zeta$ of $u^{*} T \mathcal{M}(\Sigma, F)$ in the domain of $\mathcal{D}_{u}$, we have

$$
\begin{equation*}
\mathcal{D}_{u} \zeta=\nabla_{\theta} \zeta-J_{\theta}(u) \nabla_{s} \zeta-\left(\nabla_{\zeta} J_{\theta}\right) \frac{d u}{d s}, \tag{2.34}
\end{equation*}
$$

where the connection $\nabla$ is defined by pulling back the Levi-Civita connection on $\mathcal{M}(\Sigma, F)$. The index of this elliptic operator is equal to $\mu(p)$. The equation (2.33) is cut down transversely at $u$ if $\mathcal{D}_{u}$ is surjective. In a neighborhood of $u$, the moduli space $\mathrm{M}_{S}(\alpha, \beta)_{p}$ is a smooth manifold of dimension $\mu(p)$, which is equal to $\operatorname{deg}_{S}(\alpha)-\operatorname{deg}_{S}(\beta) \bmod 4$.

Lemma 2.35 ([Oh93]). There is a family of almost complex structures $\mathcal{J}=\left\{J_{\theta}\right\}_{\theta \in[-1,1]}$ such that the moduli space $\mathrm{M}_{S}(\alpha, \beta)_{p}$ is cut-down transversely.

The moduli spaces $\mathrm{M}_{S}(\alpha, \beta)_{p}$ are orientable. Using a standard construction, we may define the determinant line bundle $\delta_{p}^{S}$ on $\mathcal{B}_{S}(\alpha, \beta)_{p}$, where the fiber over $u$ is given by

$$
\Lambda^{\max } \operatorname{ker}\left(\mathcal{D}_{u}\right) \otimes\left(\Lambda^{\max } \operatorname{coker}\left(\mathcal{D}_{u}\right)\right)^{*}
$$

If $\mathrm{M}_{S}(\alpha, \beta)_{p}$ is cut down transversely at $u$, then an orientation of the fiber of $\delta_{p}^{S}$ determines an orientation of $T_{u} \mathrm{M}_{S}(\alpha, \beta)_{p}$. Thus, to orient $\mathrm{M}_{S}(\alpha, \beta)_{p}$ it suffices to fix a trivialization of $\delta_{p}^{S}$, which always exists (see Proposition 2.38). We denote the set of trivializations of this bundle by $\Lambda_{p}^{S}$, which is a $\mathbf{Z} / 2 \mathbf{Z}$-torsor. The set $\Lambda_{p}^{S}$ can be identified with the trivializations of $\delta_{p}^{S}$ over the subspace $\mathcal{B}_{S}^{c}(\alpha, \beta)_{p}$ of $\mathcal{B}_{S}(\alpha, \beta)_{p}$ consisting maps $u$ which satisfy (4.74).

If $p$ is a path from $\alpha_{0}$ to $\alpha_{1}$ and $p^{\prime}$ is a path $\alpha_{1}$ to $\alpha_{2}$, then there is an obvious strip gluing map $\mathcal{B}_{S}^{c}\left(\alpha_{0}, \alpha_{1}\right)_{p} \times \mathcal{B}_{S}^{c}\left(\alpha_{1}, \alpha_{2}\right)_{p^{\prime}} \rightarrow \mathcal{B}_{S}^{c}\left(\alpha_{0}, \alpha_{2}\right)_{p \sharp p^{\prime}}$ which induces the map

$$
\begin{equation*}
\Phi_{p, p^{\prime}}: \Lambda_{p}^{S} \otimes_{\mathbf{Z} / 2 \mathbf{Z}} \Lambda_{p^{\prime}}^{S} \rightarrow \Lambda_{p \sharp p^{\prime}}^{S} . \tag{2.36}
\end{equation*}
$$

using additivity of the index of the Fredholm operator $\mathcal{D}_{u}$ with respect to gluing strips.
Definition 2.37. A coherent system of orientations for strips associated to the Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ is an association of an element $\lambda_{p} \in \Lambda_{p}^{S}$ to each homotopy class $p$ of a path between two elements of $\mathfrak{C}_{S}$ which is compatible with the map $\Phi_{p, p^{\prime}}$. That is to say, for any two paths $p$ and $p^{\prime}$, where the terminal point of $p$ is equal to the initial point of $p^{\prime}$, we have

$$
\Phi_{p, p^{\prime}}\left(\lambda_{p} \otimes \lambda_{p^{\prime}}\right)=\lambda_{p \sharp p^{\prime}} .
$$

Two systems of coherent orientations $\left\{\lambda_{p}\right\}$ and $\left\{\lambda_{p}^{\prime}\right\}$ are $\varepsilon$-equivalent if there is $\varepsilon: \mathfrak{C}_{S} \rightarrow \mathbf{Z} / 2$ such that for any path $p$ from $\alpha$ to $\beta$

$$
\lambda_{p}^{\prime}=(-1)^{\varepsilon(\beta)-\varepsilon(\alpha)} \lambda_{p} .
$$

Proposition 2.38. The line bundles $\delta_{p}^{S}$ are orientable. Moreover, there is a coherent system of orientations for strips associated to the Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$.

A proof of this proposition will be given in Subsection 4.6. In fact, we will also give a recipe in the proof of Proposition 2.38 to fix a coherent system of orientations for strips associated to the Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$.
Remark 2.39. Although Proposition 2.38 is sufficient for our purposes here, there is still room to improve this proposition. For instance, the Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are in fact spin, and the spin structure can be used to fix orientations for the line bundles $\delta_{p}^{S}$ following [FOOO09a, FOOO09b]. The authors expect that there is a preferred choice of spin structures for $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ and the induced orientations by these spin structures agree with the coherent system of orientations $\left\{\lambda_{p}\right\}$ constructed in Subsection 4.6. Another issue related to orientations of the determinant bundles which is not completely addressed here is compatibility of the coherent system of orientations $\left\{\lambda_{p}\right\}$ with gluing spheres. For an arbitrary smooth map $s: S^{2} \rightarrow \mathcal{M}(\Sigma, F)$, we may similarly define the linearized Cauchy-Riemann operator $\mathcal{D}_{s}$ as a map

$$
L_{l}^{2}\left(S^{2}, s^{*} T \mathcal{M}(\Sigma, F)\right) \rightarrow L_{l-1}^{2}\left(S^{2}, \Lambda^{0,1} \otimes s^{*} T \mathcal{M}(\Sigma, F)\right) .
$$

Since $S^{2}$ is a closed Riemann surface, the operator $\mathcal{D}_{s}$ is complex linear up to compact terms and hence its determinant line has a canonical orientation. Gluing $s$ to elements of $\mathcal{B}_{S}^{c}(\alpha, \beta)_{p}$ determines a map $\mathcal{B}_{S}^{c}(\alpha, \beta)_{p} \rightarrow \mathcal{B}_{S}^{c}(\alpha, \beta)_{p^{\prime}}$ where $p^{\prime}:=p \sharp s$ is the induced path from $\alpha$ to $\beta$. This gluing map gives

$$
\Psi_{p, s}: \Lambda_{p}^{S} \rightarrow \Lambda_{p^{\prime}}^{S},
$$

which depends only on the homotopy class of $s$. Recall that $\pi_{2}(\mathcal{M}(\Sigma, F))=\mathbf{Z}^{i}$ where $i$ is the number of the connected components of $\Sigma$ which have genus greater than 1 . We can guarantee that the system of orientations $\left\{\lambda_{p}\right\}$ given by Proposition 2.38 is compatible with the map $\Psi_{p, s}$ in the case that $i=1$. For $i=2$, we can only obtain a system of orientations $\left\{\lambda_{p}\right\}$ compatible with $\Psi_{p, s}$ when $s$ belongs to one of the summands of $\pi_{2}(\mathcal{M}(\Sigma, F))$. See Remark 4.76 for more details.

Let $C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right)$ be the abelian group freely generated by the elements of $\mathfrak{C}_{S}$. Fix a family of almost complex structures as in Lemma 2.35 and orient the smooth manifolds $\mathrm{M}_{S}(\alpha, \beta)_{p}$ using the orientation given by Proposition 2.38. The space $\mathrm{M}_{S}(\alpha, \beta)_{p}$ is a fiber bundle over $\breve{\mathrm{M}}_{S}(\alpha, \beta)_{p}$ with fiber $\mathbf{R}$, and the total space and the fiber of this bundle are oriented. We orient $\breve{M}_{S}(\alpha, \beta)_{p}$ such that the orientation of $\mathrm{M}_{S}(\alpha, \beta)_{p}$ is obtained from those of $\mathbf{R}$ and $\breve{\mathrm{M}}_{S}(\alpha, \beta)_{p}$ using the fiber-first convention. Let $d_{S}: C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right) \rightarrow C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right)$ be the linear map whose value at $\alpha \in \mathfrak{C}_{S}$ is given by

$$
d_{S}(\alpha):=\sum_{p: \alpha \rightarrow \beta} \# \breve{\mathrm{M}}_{S}(\alpha, \beta)_{p} \cdot \beta,
$$

where the above sum is taken over all paths $p$ such that $\breve{\mathrm{M}}_{S}(\alpha, \beta)_{p}$ is zero dimensional, and $\# \breve{\mathrm{M}}_{S}(\alpha, \beta)_{p}$ denotes the signed count of the elements of $\mathrm{M}_{S}(\alpha, \beta)_{p}$. In particular, $d_{S}$ decreases the $\mathbf{Z} / 4 \mathbf{Z}$-grading by 1 . This map is a differential, i.e., $d_{S}^{2}=0$, and the homology of the chain complex $\left(C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right), d_{S}\right)$ is independent of the choice of the family of almost complex structures $\mathcal{J}$. In fact, our main theorem shows that this homology group depends only on ( $Y_{\#}, E_{\#}$ ), and the symplectic instanton Floer homology $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$ of the pair $\left(Y_{\#}, E_{\#}\right)$ is defined to be this relatively $\mathbf{Z} / 4 \mathbf{Z}$-graded homology group.
Proposition 2.40. The chain homotopy type of the chain complex $\left(C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right), d_{S}\right)$ is an invariant of the pair $\left(Y_{\#}, E_{\#}\right)$. In particular, it does not depend on the family of almost complex strictures $\mathcal{J}$, the cylinder functions $h$ and $h^{\prime}$, and the coherent system of orientations provided by Proposition 2.38..

Proof. This is a consequence of Proposition 2.57 below and Theorem 3.29, proved in the next section.
Remark 2.41. It is desirable to give a direct proof for the above proposition. The invariance with respect to the choice of almost complex structures is standard. Proposition 2.18 asserts that changing cylinder functions $h$ and $h^{\prime}$ gives rise to cobordant Lagrangians. Thus, one would expect that the results of [BC13] imply that changing $h$ and $h^{\prime}$ give chain homotopy equivalent chain complexes $\left(C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right), d_{S}\right)$. However, it is not clear that the Lagrangian cobordism $V$ provided by Proposition 2.18 is embedded. If so, then it is reasonable to expect that the analogue of Proposition 2.27 holds, and $V$ is monotone. We hope to come back to this issue in a sequel where we pursue generalization of the results of this paper to the case of immersed Lagrangians.
Remark 2.42. Suppose the Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are simply connected, and $\left\{\lambda_{p}\right\}$ and $\left\{\lambda_{p}^{\prime}\right\}$ are two systems of coherent orientations, which are compatible with the maps $\Psi_{p, s}$. (For example, the Lagrangians involved in the definition of symplectic framed Floer homology together with the systems of orientations of [WW16] and Proposition 2.38 have this property.) Then there is a map $\kappa: \mathfrak{C}_{S} \times \mathfrak{C}_{S} \rightarrow \mathbf{Z} / 2 \mathbf{Z}$ such that for any path $p$ from $\alpha$ to $\beta$ we have

$$
\lambda_{p}^{\prime}=(-1)^{\kappa(\alpha, \beta)} \lambda_{p}
$$

This follows from the fact that any two paths from $\alpha$ to $\beta$ are related to each other by gluing an element of $\pi_{2}(\mathcal{M}(\Sigma, F))$. Since $\left\{\lambda_{p}\right\}$ and $\left\{\lambda_{p}^{\prime}\right\}$ are both systems of coherent orientations, we have

$$
\kappa\left(\alpha_{1}, \alpha_{3}\right)=\kappa\left(\alpha_{1}, \alpha_{2}\right)+\kappa\left(\alpha_{2}, \alpha_{3}\right) .
$$

Therefore, there exists $\varepsilon: \mathfrak{C}_{S} \rightarrow \mathbf{Z} / 2 \mathbf{Z}$ such that

$$
\kappa(\alpha, \beta)=\varepsilon(\beta)-\varepsilon(\alpha) .
$$

That is to say, $\left\{\lambda_{p}\right\}$ and $\left\{\lambda_{p}^{\prime}\right\}$ are $\varepsilon$-equivalent. Thus, Lagrangian Floer homology groups of $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ with respect to $\left\{\lambda_{p}\right\}$ and $\left\{\lambda_{p}^{\prime}\right\}$ are isomorphic to each other. In particular, our definition of symplectic framed Floer homology agree with [WW16].

Next, we turn into the gauge theoretical component of our main theorem. For the pair $\left(Y_{\#}, E_{\#}\right)$, the class $w_{2}\left(E_{\#}\right) \in H^{2}\left(Y_{\#}, \mathbf{Z} / 2 \mathbf{Z}\right)$ has a non-trivial pairing with each connected component of the copy of $\Sigma$ in $Y_{\#}$. In particular, $E_{\#}$ is admissible in the sense of [BD95]. We review the definition of a version of instanton Floer homology for the admissible pair $\left(Y_{\#}, E_{\#}\right)$ which is more suitable for our purposes.

Suppose $\mathcal{A}\left(Y_{\#}, E_{\#}\right)$ is the space of all $L_{l}^{2}$ connections on $E_{\#}$. This is an affine space modeled on $L_{l}^{2}\left(Y_{\#}, \Lambda^{1} \otimes E_{\#}\right)$. Let $\mathcal{G}\left(E_{\#}\right)$ be the space of global sections of the fiber bundle $E_{\#} \times_{\text {ad }} \mathrm{SU}(2)$ of class $L_{l+1}^{2}$. As in the case of 3-manifolds with boundary, the gauge group $\mathcal{G}\left(E_{\#}\right)$ acts on $\mathcal{A}\left(Y_{\#}, E_{\#}\right)$, and we denote the quotient space by $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$. Analogous to Remark 2.2, we may form the gauge group $\mathcal{G}_{\text {ex }}\left(E_{\#}\right)$ using sections of $E_{\#} \times{ }_{\text {ad }} \mathrm{SO}(3)$. There is an obvious homomorphism $\mathcal{G}\left(E_{\#}\right) \rightarrow \mathcal{G}_{\text {ex }}\left(E_{\#}\right)$, whose cokernel can be identified with $H^{1}(Y, \mathbf{Z} / 2 \mathbf{Z})$. The group $\mathcal{G}_{\text {ex }}\left(E_{\#}\right)$ acts on $\mathcal{A}\left(Y_{\#}, E_{\#}\right)$, extending the action of $\mathcal{G}\left(E_{\#}\right)$. In particular, there is an action of $H^{1}(Y, \mathbf{Z} / 2 \mathbf{Z})$ on $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$. We shall be interested in the action of $l_{\Sigma} \in H^{1}(Y, \mathbf{Z} / 2 \mathbf{Z})$ given as the Poincaré dual of any of the connected components of $\Sigma$. We write $\iota$ for the involution determined by $l_{\Sigma}$.

Lemma 2.43. An element of $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$ is fixed by the action of $\iota$ if it is represented by an $\mathrm{O}(2)-$ connection such that its orientation bundle is determined by the cohomology class $l_{\Sigma}$. In particular, $\iota$ does not have any fixed point which restricts to a flat connection on one of the connected components of $\Sigma$.

Proof. Suppose $\widetilde{E}_{\#}$ denotes a $\mathrm{U}(2)$-bundle such that $c_{1}\left(\widetilde{E}_{\#}\right)$ is a lift of $w_{2}\left(E_{\#}\right)$. Then the vector bundle associated to $\widetilde{E}_{\#}$ by the adjoint map $\mathrm{U}(2) \rightarrow \mathrm{SO}(3)$ is isomorphic to $E_{\#}$. Moreover, the determinant map $\mathrm{U}(2) \rightarrow \mathrm{U}(1)$ induces a complex line bundle $\operatorname{det}\left(\widetilde{E}_{\#}\right)$, and we fix a connection $b_{0}$ on this line bundle. The configuration space of connections on $\widetilde{E}_{\#}$ with the induced connection on $\operatorname{det}\left(\widetilde{E}_{\#}\right)$ being $b_{0}$ can be identified with $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$. Using this identification, the involution $\iota$ on $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$ is given by taking the tensor product with a real line bundle determined by $l_{\Sigma}$. For a $\mathrm{U}(2)$ connection $\widetilde{B}$ representing an element of $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$ and a loop $\gamma$ based at a point $x \in Y_{\#}$, if $\operatorname{hol}_{\gamma}(\widetilde{B})$ denotes the holonomy of $\widetilde{B}$ along $\gamma$, then the holonomy of $\iota(\widetilde{B})$ is $(-1)^{l_{\Sigma}(\gamma)} \operatorname{hol}_{\gamma}(\widetilde{B})$. Thus $\widetilde{B}$ represents a fixed point of $\iota$, if and only if there is $g \in \mathrm{SU}(2)$ such that for any loop $\gamma$ based at $x$ we have

$$
(-1)^{l_{\Sigma}(\gamma)} \operatorname{hol}_{\gamma}(\widetilde{B})=g \operatorname{hol}_{\gamma}(\widetilde{B}) g^{-1} .
$$

By picking a loop $\gamma_{0}$ with $l_{\Sigma}\left(\gamma_{0}\right)=1$, we conclude that $\operatorname{tr}(g)=0$. Now, if $\gamma$ represents an element in $\operatorname{ker}\left(l_{\Sigma}\right)$, then $\operatorname{hol}_{\gamma}(\widetilde{B})$ commutes with $g$, and otherwise $\operatorname{hol}_{\gamma_{0}}(\widetilde{B}) \operatorname{hol}_{\gamma}(\widetilde{B})$ commutes with $g$. It is easy to see from this that the $\mathrm{SO}(3)$ connection induced by $\widetilde{B}$ is an $\mathrm{O}(2)$ connection with orientation bundle $l_{\Sigma}$. In particular, the restriction of any such connection to a connected component of $\Sigma$ is an $S^{1}$ connection on $F$, and hence this restriction cannot be flat.

The cylinder functions $h$ and $h^{\prime}$ may be used to define a perturbation of the flat equation on $\mathcal{A}\left(E_{\#}\right)$ :

$$
\begin{equation*}
\phi_{h, h^{\prime}}(B)=*_{3} F_{B}+\nabla_{B} h+\nabla_{B} h^{\prime} . \tag{2.44}
\end{equation*}
$$

This map is equivariant with respect to the automorphisms of $E_{\#}$. Any solution of $\phi_{h, h^{\prime}}(B)=0$ restricts to a flat connection on a neighborhood of $\Sigma$. In particular, such connections are irreducible and $\iota$ acts freely on them by Lemma 2.43. We write $\widetilde{\mathfrak{C}}_{G}$ and $\mathfrak{C}_{G}$ respectively for the subspaces of $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$ and $\mathcal{B}\left(Y_{\#}, E_{\#}\right) / \iota$ which are represented by the solutions of (2.44). If $B_{\#} \in \mathcal{A}\left(Y_{\#}, E_{\#}\right)$ represents an element of $\widetilde{\mathfrak{C}}_{G}$, then the restrictions of $B_{\#}$ to $Y$ and $Y^{\prime}$ determine an element of $\mathfrak{C}_{S}=L_{h}(Y, E) \cap L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$. Since the restrictions of $l_{\Sigma}$ to $Y$ and $Y^{\prime}$ are trivial, this element of $\mathfrak{C}_{S}$ depends only on the equivalence class of $A_{\#}$ in $\mathfrak{C}_{G}$. Moreover, if the pair of $[B] \in L_{h}(Y, E)$ and $\left[B^{\prime}\right] \in L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ represents an element of $\mathfrak{C}_{S}$, then gluing these connections gives rise to two equivalence classes of connections in $\widetilde{\mathfrak{C}}_{G}$ which are related to each other by $\iota$. Thus, any element of $\mathfrak{C}_{S}$ determines a well-defined element of $\mathfrak{C}_{G}$. We summarize this discussion in the following lemma.

Lemma 2.45. The space $\mathfrak{C}_{G}$ is compact and can be identified with $\mathfrak{C}_{S}$.

As the first step to study (2.44), we may consider the linearization of (2.44) as in the case of 3manifolds with boundary. For any connection $\alpha$ representing an element of $\mathfrak{C}_{G}$, we may define $X_{\alpha}$ as in (2.6) where the condition $\left.*_{3} a\right|_{\Sigma}=0$ is dropped. There is also a Fredholm operator $L_{B}: X_{B} \rightarrow X_{B}$ as in Proposition 2.10 with index 0 . An element of $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$ represented by $B$ is regular if $L_{B}$ is a surjective operator. This is equivalent to say that the kernel of $L_{B}$ given as follows

$$
\begin{equation*}
\mathcal{H}_{h, h^{\prime}}^{1}\left(Y_{\#} ; B\right):=\left\{b \in L_{l}^{2}\left(Y_{\#}, \Lambda^{1} \otimes E_{\#}\right) \mid d_{B}^{*} b=0, *_{3} d_{B}(b)+\operatorname{Hess}_{B} h(b)+\operatorname{Hess}_{B} h^{\prime}(b)=0\right\} \tag{2.46}
\end{equation*}
$$

is trivial. The following lemma is a consequence of Mayer-Viertoris principle for the space $\mathcal{H}_{h, h^{\prime}}^{1}\left(Y_{\#}, B\right)$.
Lemma 2.47. An element of $\mathfrak{C}_{G}$ is regular if the corresponding element of $\mathfrak{C}_{S}$ is given by a transversal intersection of $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$.

Proof. Let $B_{\#}$ represent an element of $\mathfrak{C}_{G}$, and $B, B^{\prime}$ denote its restrictions to $Y$ and $Y^{\prime}$. Since the connection $B_{\#}$ is flat on the overlapping region $[-1,1] \times \Sigma$ of $Y$ and $Y^{\prime}$, we may assume that $B_{\#}$ is the pull-back of a flat connection $\sigma$ on the bundle $F$. Suppose $b_{\#} \in \mathcal{H}_{h, h^{\prime}}^{1}\left(Y_{\#} ; B_{\#}\right)$ whose restrictions to $Y$ and $Y^{\prime}$ are denoted by $b$ and $b^{\prime}$. There are $\zeta \in L_{l+1}^{2}(Y, E)$ and $\zeta^{\prime} \in L_{l+1}^{2}\left(Y^{\prime}, E^{\prime}\right)$ such that

$$
b-d_{B} \zeta \in \mathcal{H}_{h}^{1}(Y ; B), \quad b^{\prime}-d_{B^{\prime}} \zeta^{\prime} \in \mathcal{H}_{h^{\prime}}^{1}\left(Y^{\prime} ; B^{\prime}\right)
$$

The restrictions of $b-d_{B} \zeta$ and $b^{\prime}-d_{B^{\prime}} \zeta^{\prime}$ to $\partial Y$ and $\partial Y^{\prime}$ represent the same element of $\mathcal{H}^{1}(\Sigma ; \sigma)$ because they are equal to the cohomology classes represented by $\left.b_{\#}\right|_{\{t\} \times \Sigma}$ for any $t \in[-1,1]$. Transversality of the intersection of Lagrangians $L_{h}(Y, E)$ and $L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ implies that $b-d_{B} \zeta=0$ and $b^{\prime}-d_{B^{\prime}} \zeta^{\prime}=0$. In particular, on the overlap region $[-1,1] \times \Sigma$, we have $d_{B_{\#}}\left(\zeta-\zeta^{\prime}\right)=0$. Since $B_{\#}$ restricted to the overlap region is irreducible, $\zeta=\zeta^{\prime}$, and hence $\zeta$ and $\zeta^{\prime}$ determine a 0 -form $\zeta_{\#}$ on $Y_{\#}$ such that $b_{\#}=d_{B_{\#}} \zeta_{\#}$. This identity and the condition $d_{B_{\#}}^{*} b_{\#}=0$ imply that $\zeta_{\#}=0$. Thus, $b_{\#}$ vanishes.

Fix $\alpha, \beta \in \mathfrak{C}_{G}$, and let $A_{0}$ be a smooth connection on the bundle $E_{\#} \times \mathbf{R}$ over the cylinder 4-manifold $\mathbf{R} \times Y_{\#}$, such that the restriction of $A_{0}$ to $(-\infty,-1] \times Y_{\#}$ (resp. $[1, \infty) \times Y_{\#}$ ) is the pull-back of a representative $B$ of $\alpha$ (resp. $B^{\prime}$ of $\beta$ ). We say two such connections $A_{0}$ and $A_{1}$ represent the same path, if there is a smooth section $g$ of $\left(\mathbf{R} \times E_{\#}\right) \times_{\text {ad }} \mathrm{SU}(2)$ over $\mathbf{R} \times Y_{\#}$ such that $A_{1}-g^{*} A_{0}$ or $A_{1}-\iota\left(g^{*} A_{0}\right)$ is compactly supported. This defines an equivalence relation, and any equivalence class of this relation is
called a path along $\mathbf{R} \times Y_{\#}$ from $\alpha$ to $\beta$. For a fixed pair $\alpha$ and $\beta$, a set of representatives for all paths from $\alpha$ to $\beta$ can be given as follows. Suppose $A_{0}$ is a connection as above which restricts to the pullbacks of the representative $B$ for $\alpha$ and the representative $B^{\prime}$ for $\beta$. Suppose also $A_{1}$ is a connection on $\mathbf{R} \times Y_{\#}$ which restricts to the pullbacks of $B^{\prime}$ and $\iota\left(B^{\prime}\right)$ on the ends $(-\infty,-1] \times Y_{\#}$ and $[1, \infty) \times Y_{\#}$. Then any path from $\alpha$ to $\beta$ is represented by gluing an $\mathrm{SU}(2)$ connection on $S^{4}$ with $c_{2}=k \in \mathbf{Z}$ to $A_{0}$ and then possibly gluing the resulting connection to $A_{1}$.

Given a path $p$ from $\alpha$ to $\beta$, fix a representative $A_{0}$ for $p$, and let $\mathcal{A}_{G}(\alpha, \beta)_{p}$ be the space of connections of the form $A_{0}+a$ where $a \in L_{l}^{2}\left(\mathbf{R} \times Y, \Lambda^{1} \otimes E_{\#}\right)$. The configuration space $\mathcal{B}_{G}(\alpha, \beta)_{p}$ is defined as the quotient of $\mathcal{A}_{G}(\alpha, \beta)_{p}$ with respect to the action of the sections $g$ of $\left(\mathbf{R} \times E_{\#}\right) \times{ }_{\text {ad }} \mathrm{SU}(2)$ over $\mathbf{R} \times Y_{\#}$ such that $\nabla_{A_{0}} g$ is in $L_{l}^{2}$. For $A \in \mathcal{A}_{G}\left(\alpha, \alpha_{+}\right)_{p}$, define the perturbed ASD equation

$$
\begin{equation*}
F_{A}^{+}+\left(*_{3} \nabla_{A_{t}} h\right)^{+}+\left(*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right)^{+}=0 \tag{2.48}
\end{equation*}
$$

where $F_{A}^{+}$denotes the self-dual part of the curvature of $A$, defined with respect to the product metric on $\mathbf{R} \times Y_{\#}$. For each $t \in \mathbf{R}, A_{t}$ (resp. $A_{t}^{\prime}$ ) denotes the restriction of $A$ to $\{t\} \times Y$ (resp. $\{t\} \times Y^{\prime}$ ). Thus $\nabla_{A_{t}} h$ (resp. $\nabla_{A_{t}^{\prime}} h^{\prime}$ ) can be regarded as a 1-form on $\{t\} \times Y\left(\right.$ resp. $\left.\{t\} \times Y^{\prime}\right)$ with values in $E$ (resp. $E^{\prime}$ ), and $*_{3} \nabla_{A_{t}} h$ (resp. $*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}$ ) is the Hodge dual of $\nabla_{A_{t}} h$ (resp. $\nabla_{A_{t}^{\prime}} h^{\prime}$ ) with respect to the metric on $Y$ (resp. $Y^{\prime}$ ). This equation is gauge invariant and determines a subspace of $\mathcal{B}_{G}(\alpha, \beta)_{p}$ which is denoted by $\mathrm{M}_{G}(\alpha, \beta)_{p}$. Translation along the first factor of $\mathbf{R} \times Y_{\#}$ determines an action of $\mathbf{R}$ on $\mathrm{M}_{G}(\alpha, \beta)_{p}$ and the quotient space with respect to this action is denoted by $\breve{\mathrm{M}}_{G}(\alpha, \beta)_{p}$.

For a connection $A \in \mathcal{A}_{G}(\alpha, \beta)_{p}$, define the ASD operator

$$
\mathcal{D}_{A}: L_{l}^{2}\left(\mathbf{R} \times Y, \Lambda^{1} \otimes E_{\#}\right) \rightarrow L_{l-1}^{2}\left(\mathbf{R} \times Y,\left(\Lambda^{0} \otimes \Lambda^{+}\right) \otimes E_{\#}\right)
$$

as follows:

$$
\begin{equation*}
\mathcal{D}_{A}(a):=\left(d_{A}^{*} a, d_{A}^{+} a+\left(*_{3} \operatorname{Hess}_{A_{t}} h\left(a_{t}\right)\right)^{+}+\left(*_{3} \operatorname{Hess}_{A_{t}^{\prime}} h^{\prime}\left(a_{t}^{\prime}\right)\right)^{+}\right) . \tag{2.49}
\end{equation*}
$$

The first component of $\mathcal{D}_{A}$ takes into account the gauge fixing condition and the second component is given by the linearization of (2.48). This operator $\mathcal{D}_{A}$ is the perturbation of the standard ASD operator by a compact term induced by $h$ and $h^{\prime}$. Since $\alpha$ and $\beta$ are regular, $\mathcal{D}_{A}$ is a Fredholm operator. The index of this operator depends only on the path $p$ and otherwise is independent of $A$. Moreover, switching $p$ with another path from $\alpha$ to $\beta$ changes the index by a multiple of 4 . In fact, gluing a connection on $S^{4}$ with $c_{2}=k$ to the path $p$ changes the index by $8 k$, and gluing $p$ to a path from a representative $B^{\prime}$ of $\beta$ to $\iota\left(B^{\prime}\right)$, changes the index by an integer of the form $8 k+4$. In particular, we may use the index of the path $p$ to define a relative $\mathbf{Z} / 4 \mathbf{Z}$-grading $\operatorname{deg}_{G}$ on $\mathfrak{C}_{G}$ :

$$
\begin{equation*}
\operatorname{deg}_{G}(\alpha)-\operatorname{deg}_{G}(\beta) \equiv \operatorname{index}\left(\mathcal{D}_{A}\right) \quad \bmod 4 \tag{2.50}
\end{equation*}
$$

There is another useful number associated to a path $p$ from $\alpha$ to $\beta$. For any connection $A \in \mathcal{A}_{G}(\alpha, \beta)_{p}$, define the topological energy of $A$ as follows:

$$
\begin{equation*}
\mathcal{E}(A):=\frac{1}{8 \pi^{2}} \int_{\mathbf{R} \times Y} \operatorname{tr}\left(\left(F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right) \wedge\left(F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right)\right) \tag{2.51}
\end{equation*}
$$

It is straightforward to check that

$$
\begin{equation*}
\mathcal{E}(A)=\frac{1}{4 \pi^{2}}\left(h(\alpha)+h^{\prime}(\alpha)\right)-\frac{1}{4 \pi^{2}}\left(h(\beta)+h^{\prime}(\beta)\right)+\frac{1}{8 \pi^{2}} \int_{\mathbf{R} \times Y} \operatorname{tr}\left(\left(F_{A}\right) \wedge\left(F_{A}\right)\right) . \tag{2.52}
\end{equation*}
$$

The last term in the above sum, which is the more standard definition for the topological energy of $A$, depends only on the path. This implies that $\mathcal{E}(A)$ also depends only on $p$. For a connection $A$ that represents an element of $\mathrm{M}_{G}(\alpha, \beta)_{p}, \mathcal{E}(A)$ is non-negative and is zero if and only if $\alpha=\beta, p$ is the constant path and $A$ is the pullback of a representative of $\beta$. Another straightforward observation about topological energy is that $2 \mathcal{E}(A) \in \mathbf{Z}$ for any connection $A \in \mathcal{A}_{G}(\alpha, \alpha)_{p}$. This is a consequence of (2.52) and the fact that the Chern-Weil integral in (2.52) satisfies a similar property.

The following proposition gives a relationship between $\mathcal{E}(A)$ and the index of $\mathcal{D}(A)$.
Proposition 2.53. To each $\alpha \in \mathfrak{C}_{G}$, we can associate a real number $\varepsilon(\alpha)$ such that for any $A \in$ $\mathcal{A}_{G}(\alpha, \beta)_{p}$, we have

$$
\operatorname{index}\left(\mathcal{D}_{A}\right):=8 \mathcal{E}(A)+\varepsilon(\beta)-\varepsilon(\alpha) .
$$

Proof. The standard index formula for the ASD operator on a manifold with cylindrical end [Tau93, MMR94] asserts that

$$
\operatorname{index}\left(\mathcal{D}_{A}\right)=\frac{\rho_{\beta}-\rho_{\alpha}}{2}+\frac{1}{\pi^{2}} \int_{\mathbf{R} \times Y} \operatorname{tr}\left(F_{A} \wedge F_{A}\right),
$$

where for $\alpha \in \mathfrak{C}_{G}, \rho_{\alpha}$ is the $\rho$-invariant associated to the connection $\alpha$. This identity and (2.52) give the desired result.

Following proposition can be regarded as a linear version of our main theorem. It is also a variation of the main result of [Tau90] for the admissible setting. Proof of this result will be given in Subsection 4.6.

Proposition 2.54. The relative $\mathbf{Z} / 4$-grading $\operatorname{deg}_{G}$ on $\mathfrak{C}_{S} \cong \mathfrak{C}_{G}$ is compatible with the Floer grading $\operatorname{deg}_{S}$. In particular, in the case of framed Floer homology, the two gradings $\operatorname{deg}_{G}$ and $\operatorname{deg}_{S}$ agree with each other.

As in the symplectic case, orientations of determinant lines of $\mathcal{D}_{A}$ for connections $A$ representing elements of $\mathcal{B}_{G}(\alpha, \beta)_{p}$ determine a real line bundle $\delta_{p}^{G}$ on $\mathcal{B}_{G}(\alpha, \beta)_{p}$. This line bundle is oriented [Flo88a, Don02] and the set of the two orientations of this line bundle is denoted by $\Lambda_{p}^{G}$. For paths $p$ from $\alpha_{0} \in \mathfrak{C}_{G}$ to $\alpha_{1} \in \mathfrak{C}_{G}$ and $p^{\prime}$ from $\alpha_{1}$ to $\alpha_{2} \in \mathfrak{C}_{G}$ along $\mathbf{R} \times Y$, we may again define an isomorphism

$$
\begin{equation*}
\Phi_{p, p^{\prime}}: \Lambda_{p}^{G} \otimes_{\mathbf{Z} / 2 \mathbf{Z}} \Lambda_{p^{\prime}}^{G} \rightarrow \Lambda_{p \not p^{\prime}}^{G} . \tag{2.55}
\end{equation*}
$$

For a path $p$ from $\alpha$ to $\beta$ and the path $p^{\prime}$ obtained by gluing a connection on $S^{4}$ with, $k c_{2}=k$ to $p$, there is an isomorphism obtained from gluing the standard orientations of the ASD complexes for $S^{4}$ :

$$
\Psi_{p, k}: \Lambda_{p}^{G} \rightarrow \Lambda_{p^{\prime}}^{G} .
$$

We can fix a system of orientations for the line bundles $\delta_{p}^{G}$, which is compatible with the maps $\Phi_{p, p^{\prime}}$ and $\Psi_{p, k}$ [Don02, Section 5.4]. To achieve this goal, fix $\alpha_{0} \in \mathfrak{C}_{G}$ with a representative connection $B_{0}$ on $E_{\#}$. We also fix a path $p_{0}$ from $\alpha_{0}$ to $\alpha_{0}$ represented by a connection $A_{0}$ whose restrictions to the ends $(-\infty,-1] \times Y_{\#}$ and $[1, \infty) \times Y_{\#}$ are pullback of $B_{0}$ and $\iota\left(B_{0}\right)$. Fix an element $\lambda_{p_{0}} \in \Lambda_{p_{0}}^{G}$. For any $\alpha \in \mathfrak{C}_{G}$, we pick an arbitrary path $p$ from $\alpha$ to $\alpha_{0}$, and pick an element $\lambda_{p} \in \Lambda_{p}^{G}$. Then we extend this choice of orientations of the line bundle $\delta_{p}^{G}$ to all paths from $\alpha$ to $\alpha_{0}$ using the maps $\Phi_{p, p_{0}}$ and $\Psi_{p, k}$ and
the orientation element $\lambda_{p_{0}}$. Finally for $\alpha, \beta \in \mathfrak{C}_{G}$ and a path $p$ from $\alpha$ to $\beta$, we pick an arbitrary path $p_{+}$ from $\beta$ to $\alpha_{0}$, and pick $\lambda_{p} \in \Lambda_{p}^{G}$ such that

$$
\Phi_{p, p_{+}}\left(\lambda_{p} \otimes \lambda_{p_{+}}\right)=\lambda_{p_{-}},
$$

where $p_{-}$is the path obtained by gluing $p$ to $p_{+}$.
A connection $A$ representing an element of $\mathrm{M}_{G}(\alpha, \beta)_{p}$ is regular if $\mathcal{D}_{A}$ is surjective. The moduli space $\mathrm{M}_{G}(\alpha, \beta)_{p}$ in a neighborhood of a regular connection $[A]$ is a smooth manifold of dimension $\operatorname{index}\left(\mathcal{D}_{A}\right)$, and a trivialization of $\delta_{p}^{G}$ fixes an orientation of this manifold. The following lemma, which will be proved in Subsection 6.1, asserts that we can ensure regularity of the elements of moduli spaces which are essential for the definition of instanton Floer homology.

Lemma 2.56. There are Riemannian metrics $g, g^{\prime}$ on $Y, Y^{\prime}$ and small enough perturbations of the cylinder functions $h$ and $h^{\prime}$ such that the sets $\mathfrak{C}_{S}$ and $\mathfrak{C}_{G}$ do not change and all solutions of (2.48) with index at most seven are regular.

From now on, we assume that $h$ and $h^{\prime}$ are chosen such that the spaces $L_{h}(Y, E), L_{h^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are smooth embedded Lagrangians which intersect transversely and the claim of Lemma 2.56 holds. We also drop $h$ and $h^{\prime}$ from our notations for the 3-manifolds Lagrangians.

Let $C_{G}\left(Y_{\#}, E_{\#}\right)$ be the abelian group freely generated by the elements of $\mathfrak{C}_{G}$. Fix orientations of the determinant line bundles $\delta_{p}^{G}$ as above, and use them to orient the moduli spaces $\breve{M}_{G}(\alpha, \beta)_{p}$. Let $d: C_{G}\left(Y_{\#}, E_{\#}\right) \rightarrow C_{G}\left(Y_{\#}, E_{\#}\right)$ be the map defined as

$$
d(\alpha):=\sum_{p: \alpha \rightarrow \beta} \# \breve{\mathrm{M}}_{G}(\alpha, \beta)_{p} \cdot \beta .
$$

where the sum is over all paths $p$ from $\alpha$ to another element $\beta \in \mathfrak{C}_{G}$ such that the associated ASD operator has index 1 . Thus, the operator $d$ decreases the relative grading by 1 . Moreover, $d^{2}=0$ and the instanton Floer group $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ is defined to be the homology of the relatively $\mathbf{Z} / 4$-graded complex $\left(C_{G}\left(Y_{\#}, E_{\#}\right), d\right)$.

Proposition 2.57. The chain homotopy type of the chain complex $\left(C_{G}\left(Y_{\#}, E_{\#}\right), d\right)$ is independent of the choice of the Riemannian metrics on $Y, Y^{\prime}$, the cylinder functions $h$ and $h^{\prime}$ and the choices of orientation elements $\lambda_{p} \in \Lambda_{p}^{G}$. In particular, $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ is a topological invariant of $\left(Y_{\#}, E_{\#}\right)$.

The proof is standard and we refer the reader to [Flo88a, Don02] for more details. We only remark on the dependence of $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ on the involution $\iota$, which is determined by the $\mathbf{Z} / 2$ cohomology class dual to the connected component $\Sigma_{0}$ of $\Sigma$. We may define a variant of $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$, where we do not pass to the quotient by the action of $\iota$. The resulting invariant is a $\mathbf{Z} / 8 \mathbf{Z}$-graded chain complex, which is a topological invariant of $\left(Y_{\#}, E_{\#}\right)$ and does not depend on the $\mathbf{Z} / 2$ cohomology class of $\Sigma_{0}$. Moreover, $\iota$ induces an involution of degree 4 on this complex and the quotient space is isomorphic to $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$. Thus, the isomorphism type of $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ does not depend on $\iota$.

## 3 Proof of the Main Theorem

In this section, we prove our main result, Theorem 2. Our key tool in the proof is the mixed equation, which is defined using a combination of the Cauchy-Riemann equation and the ASD equation. In the prequel to this paper [DFL] and following [Lip14], we defined mixed equation for any quintuple. We recall the notion of quintuples in Subsection 3.1, and introduce special quintuples, which are the specific type of quintuples used in our proof. In the next subsection, we use the moduli spaces of solutions to the mixed equation associated to special quintuples, and construct the desired isomorphism for Theorem 2.

### 3.1 Special quintuples

A quintuple $\mathfrak{q}=(X, V, S, \mathcal{M}(\Sigma, F), \mathbb{L})$ consists of a Riemannian 4-manifold $X$, an $\mathrm{SO}(3)$-bundle $V$ over $X$, a Riemann surface $(S, j)$, the symplectic manifold $\mathcal{M}(\Sigma, F)$ and a collection of Lagrangians $\mathbb{L}=\left\{L_{1}, L_{2}, \ldots, L_{k}\right\}$ in $\mathcal{M}(\Sigma, F)$. There is a (possibly non-compact) oriented 1-manifold $\gamma$ such that the boundary of the 4 -manifold $X$ is identified with $\gamma \times \Sigma$ where $\Sigma$ is the disconnected Riemann surface that we fixed in the previous section. Moreover, the restriction of $V$ to $\partial X$ is identified with the pullback of the $\mathrm{SO}(3)$-bundle $F$ on $\Sigma$ to $\gamma \times \Sigma$. The boundary components of the Riemann surface $S$ are given as

$$
\begin{equation*}
\partial S=-\gamma \sqcup \eta_{1} \sqcup \eta_{2} \sqcup \cdots \sqcup \eta_{k} \tag{3.1}
\end{equation*}
$$

In particular, we regard $L_{i}$ as a Lagrangian attached to the boundary component $\eta_{i}$. In [DFL], we considered quintuples in the more general case that $\mathcal{M}(\Sigma, F)$ is replaced with an arbitrary symplectic manifold $(M, \omega)$. In that case, $\mathbb{L}$ includes some additional information in the form a certain type of Lagrangian correspondence from $\mathcal{A}(\Sigma, F)$ to $M$.

The mixed equation associated to the quintuple $\mathfrak{q}$ is defined for a pair of a connection $A$ on $V$ and a map $u: S \rightarrow \mathcal{M}(\Sigma, F)$ :

$$
\left\{\begin{array}{c}
F_{A}^{+}=0,  \tag{3.2}\\
\bar{\partial}_{J_{*}} u=0
\end{array}\right.
$$

where $\bar{\partial}_{J_{*}} u=1 / 2\left(d u+J_{*} \circ d u \circ j\right)$. The restriction of $A$ to $\{x\} \times \Sigma \subset \gamma \times \Sigma$, for each $x \in \gamma$, is required to be a flat connection representing $u(x)$. Moreover, $u(x) \in L_{i}$ for $x \in \eta_{i}$. These two conditions are respectively called the matching and the Lagrangian boundary conditions. The Cauchy-Riemann-equation in (3.2) is defined using the standard complex structure $J_{*}$ on $\mathcal{M}(\Sigma, F)$. Eventually, we shall be interested in the case that the ASD equation in (3.2) is perturbed and the Cauchy-Riemann equation is defined by a domain dependent family of almost complex structures.

To define special quintuples, let $U$ be the domain in the complex plane which is sketched in Figure 1. This non-compact space has four boundary components, denoted by $\eta_{+}, \eta_{-}, \eta_{+}^{\prime}, \eta_{-}^{\prime}$, and contains the following subspaces of $\mathbf{C}$ :

$$
[-2,2] \times[2, \infty), \quad[-2,2] \times(-\infty,-2], \quad[3, \infty) \times[-1,1], \quad(-\infty,-3] \times[-1,1]
$$

This space is decomposed as the union of the regions $U_{+}$and $U_{-}$which share the imaginary line in $\mathbf{C}$, denoted by $U_{\partial}$, as their common boundary components. We identify a regular neighborhood of the


Figure 1: The space $U$, a subspace of the complex plane $\mathbf{C}$. The chosen regular neighborhoods of $\eta_{-}$and $\eta_{-}^{\prime}$ are determined by the red curves.


Figure 2: The Riemannian 4-manifold $X$ and $U_{+}$
boundary components $\eta_{-}, \eta_{-}^{\prime}$ with $\mathbf{R} \times\left(\frac{1}{2}, 1\right], \mathbf{R} \times\left[-1,-\frac{1}{2}\right)$ and fix a Riemannian metric $g_{-}$on $U_{-}$ which is equal to product metrics on these regular neighborhoods, and is equal to the standard metric of the complex plane on the subsets

$$
[-2,0] \times[2, \infty), \quad[-2,0] \times(-\infty,-2], \quad(-\infty,-3] \times[-1,1], \quad[-1,0] \times[-2,2]
$$

Let $X$ be the oriented smooth 4-manifold given by gluing the following 4-manifolds along their common boundaries

$$
\mathbf{R} \times Y_{0} \cup U_{-} \times \Sigma \cup \mathbf{R} \times-Y_{0}^{\prime}
$$

where $Y_{0} \subset Y, Y_{0}^{\prime} \subset Y^{\prime}$ are given in (2.1). The subspaces $[-2,0] \times[2, \infty),[-2,0] \times(-\infty,-2]$ and $(-\infty,-3] \times[-1,1]$ of $U_{-}$determine subspaces $Z, Z^{\prime}$ and $Z_{\#}$ of $X$ which are, respectively, diffeomorphic to $[2, \infty) \times Y,(-\infty,-2] \times Y^{\prime}$ and $(-\infty,-3] \times Y_{\#}$. The projection maps from $Z, Z^{\prime}$ and $Z_{\#}$ to $Y$, $Y^{\prime}$ and $Y_{\#}$ are respectively denoted by $\pi, \pi^{\prime}$ and $\pi_{\#}$. The fixed Riemannian metrics on $\Sigma, Y$ and $Y^{\prime}$ in Subsection 2.1 and the metric $g_{-}$on $U_{-}$give rise to a Riemannian metric on $X$, which we denote by $g_{X}$. Moreover, the $\mathrm{SO}(3)$ bundles $E, E^{\prime}$ and $F$ determine an $\mathrm{SO}(3)$-bundle on $X$, which we denote by $V$.
Remark 3.3. The 4-manifold $X$ contains two subspaces which are naturally parametrized as $\mathbf{R} \times Y_{0}$ and $[2, \infty) \times Y$ and their intersection is $[2, \infty) \times Y_{0}$. Similarly, there are two subspaces diffeomorphic to $\mathbf{R} \times-Y_{0}^{\prime}$ and $(-\infty,-2] \times Y^{\prime}$, whose intersection is the subspace $(-\infty,-2] \times Y_{0}^{\prime}$ of $(-\infty,-2] \times Y^{\prime}$ which is identified with the subspace $[2, \infty) \times-Y_{0}^{\prime}$ of $\mathbf{R} \times-Y_{0}^{\prime}$ using the orientation preserving map $(t, y) \rightarrow(-t, y)$ with $(t, y) \in(-\infty,-2] \times Y_{0}^{\prime}$. To avoid confusion in the rest of the paper, we write
$\{t\} \times-Y_{0}^{\prime}$ for the subspace of $\mathbf{R} \times-Y_{0}^{\prime}$ with $t \in \mathbf{R}$, and $\{t\} \times Y^{\prime}$ for the subspace of $(-\infty,-2] \times Y^{\prime}$ with $t \in(-\infty,-2]$. In particular, $\{-t\} \times-Y_{0}^{\prime}$ is a subspace of $\{t\} \times Y^{\prime}$ for any $t \in(-\infty,-2]$.

Let $S$ be the surface given by the domain $U_{+}$. Using the notation in (3.1), the boundary components $U_{\partial}, \eta_{+}$and $\eta_{+}^{\prime}$ of $S$ respectively play the roles of $\gamma, \eta_{1}$ and $\eta_{2}$. We associate the 3-manifold Lagrangians $L(Y, E), L\left(Y^{\prime}, E^{\prime}\right)$ to the boundary components $\eta_{+}, \eta_{+}^{\prime}$ of $U_{+}$. We write $\mathbb{L}$ for these two Lagrangians together. The quintuple $\mathfrak{q}_{s}:=(X, V, S, M, \mathbb{L})$ is called the special quintuple associated to $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$. The subspaces $(-\infty,-3] \times Y_{\#}$ and $[3, \infty) \times[-1,1]$ are respectively called the gauge theoretic and symplectic ends of $X$ and $S$. Moreover, the subspaces $[2, \infty) \times Y \subset X$ and $[0,2] \times[2, \infty) \subset S$ together are called the mixed end associated to $(Y, E)$. The mixed end associated to $\left(Y^{\prime}, E^{\prime}\right)$ is defined in an analogous way.

We shall need a slight modification of the mixed equation in (3.2) associated to the special quintuple $\mathfrak{q}_{s}$. First, we fix a family of compatible almost complex structures $\left\{J_{(s, \theta)}\right\}_{(s, \theta) \in U_{+}}$on the symplectic manifold $\mathcal{M}(\Sigma, F)$ such that $J_{(s, \theta)}$ is equal to the standard complex structure $J_{*}$ for $s \leq 1$ and is equal to $J_{\theta}$, the complex structure given by Lemma 2.35 for $s \geq 1$. Moreover, $J_{s, \theta}$ is constant in the $\theta$ direction if $|\theta|>2$. For a connection $A$ on $V$ and a map $u: U_{+} \rightarrow \mathcal{M}(\Sigma, F)$, which satisfy matching and Lagrangian boundary conditions, we define the mixed equation as

$$
\left\{\begin{array}{l}
F_{A}^{+}+\left(*_{3} \nabla_{A_{t}} h\right)^{+}+\left(*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right)^{+}=0  \tag{3.4}\\
\frac{\partial u}{\partial s}+J_{(s, \theta)}^{\partial \theta} \frac{\partial u}{\partial \theta}=0
\end{array}\right.
$$

Here the self-dual part of the 2 -forms in the first equation are defined with respect to the Riemannian metric $g_{X}$. For each $t \in \mathbf{R}, A_{t}$ (resp. $A_{t}^{\prime}$ ) denotes the restriction of $A$ to $\{t\} \times Y_{0}$ (resp. $\{t\} \times-Y_{0}^{\prime}$ ), and the perturbation terms $\left(*_{3} \nabla_{A_{t}} h\right)^{+}$and $\left(*_{3} \nabla_{A_{t}} h\right)^{+}$are defined as in (2.48) and are respectively supported in the interior of $\mathbf{R} \times Y_{0}$ and $\mathbf{R} \times Y_{0}^{\prime}$. The Cauchy-Riemann equation in (3.4) is defined with respect to the family of complex structures $\left\{J_{(s, \theta)}\right\}_{(s, \theta) \in U_{+}}$.

### 3.2 Moduli spaces associated to special quintuples and the isomorphism $\mathbf{N}$

Working with the space of all solutions of (3.4) is unmanageable due to non-compactness of $X$ and $S$, and we need to impose some decay conditions on the ends to obtain a well-behaved moduli space. Suppose $(A, u)$ is a pair of a connection on $V$ and a map $U_{+} \rightarrow \mathcal{M}(\Sigma, F)$. The analytical energy of the pair $(A, u)$ is defined as

$$
\begin{equation*}
\mathfrak{E}(A, u):=\int_{X}\left|F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right|^{2} \operatorname{dvol}_{X}+\int_{U_{+}}|d u|_{J_{(s, \theta)}}^{2} d s d \theta . \tag{3.5}
\end{equation*}
$$

where $|d u|_{J_{(s, \theta)}}^{2}=\Omega\left(\frac{\partial u}{\partial s}, J_{(s, \theta)} \frac{\partial u}{\partial s}\right)+\Omega\left(\frac{\partial u}{\partial \theta}, J_{(s, \theta)} \frac{\partial u}{\partial \theta}\right)$.
Proposition 3.6. There is a positive real number $\delta_{0}$ such that the following holds. Suppose $(A, u)$ is a pair of an $L_{2, \text { loc }}^{2}$ connection on $V$ and a continuous map $U_{+} \rightarrow \mathcal{M}(\Sigma, F)$ such that du belongs to the Sobolev space $L_{1, \text { loc. }}^{2}$. Suppose $(A, u)$ is a solution of the mixed equation in (3.4), satisfies the matching and Lagrangian boundary conditions, and $\mathfrak{E}(A, u)$ is finite. Then $u$ is smooth and there is a section $g$ of $V \times{ }_{a d} \mathrm{SU}(2)$ such that $\widetilde{A}:=g^{*} A$ is also smooth. Moreover, the following properties for any positive integer $l$ hold.
(i) There is a representative $\alpha$ for an element of $\mathfrak{C}_{G}$ such that the difference $a:=\widetilde{A}-\pi_{\#}^{*}(\alpha)$, defined on the end $(-\infty,-3] \times Y_{\#}$, is in $L_{l}^{2}$.
(ii) There is an element $\beta$ of $\mathfrak{C}_{S}$ such that $\lim _{s \rightarrow \infty} u(s, \theta)=\beta$ and $d u$ is in $L_{l-1}^{2}$.
(iii) On the mixed cylinder associated to $(Y, E)$ (resp. $\left(Y^{\prime}, E^{\prime}\right)$ ), there is an element $q \in L(Y, E)$ (resp. $\left.q^{\prime} \in L\left(Y^{\prime}, E^{\prime}\right)\right)$ with a representative connection $B$ on $E$ (resp. $B^{\prime}$ on $E^{\prime}$ ) such that $\widetilde{A}-\pi^{*}(B)$ (resp. $\left.\widetilde{A}-\left(\pi^{\prime}\right)^{*}\left(B^{\prime}\right)\right)$ is in $L_{l, \delta_{0}}^{2}, \lim _{\theta \rightarrow \infty} u=q\left(\right.$ resp. $\left.\lim _{\theta \rightarrow-\infty} u=q^{\prime}\right)$ and $d u$ is in $L_{l-1, \delta_{0}}^{2}$.

The weighted Sobolev norms in Theorem 3.6 are defined as follow. Let $\tau:[2, \infty) \times Y \rightarrow \mathbf{R}^{\geq 0}$ be given by projection to the second factor. Then the $L_{l, \delta}^{2}$ norm of a function $f$ on $[2, \infty) \times Y$ is the $L^{2}$ norm of $e^{\tau} \cdot f$. Similarly, the $L_{l, \delta}^{2}$ norm on $(-\infty,-2] \times Y^{\prime}$ is defined using $\tau^{\prime}:(-\infty,-2] \times Y^{\prime} \rightarrow \mathbf{R}^{\geq 0}$ given by the magnitude of projection to the second factor. These definitions extend to sections of bundles in the obvious way. The $L_{l-1, \delta}^{2}$ norm of $d u$ over the ends $[0,2] \times[2, \infty)$ and $[0,2] \times(-\infty,-2]$ are also defined in a similar fashion. The proof of the above theorem will be given in Section 5 based on results of [DFL].

Theorem 3.6 can be used as a guide to define a configuration space where the mixed equation for the special quintuple is defined. Fix $\alpha \in \mathfrak{C}_{G}$ and $\beta \in \mathfrak{C}_{S}$. We assume that a connection on $E_{\#}$ representing $\alpha$ is fixed, and with a slight abuse of notation, we denote this connection by $\alpha$. Let $\mathbf{A}(\alpha, \beta)$ be the space of all pairs $(A, u)$ which are in $L_{l, l o c}^{2}$, satisfy the matching and Lagrangian conditions, satisfy $(i)$ and $(i i)$ of Theorem 3.6 for the given $\alpha$ and $\beta$. Moreover, property $(i i i)$ of Theorem 3.6 is satisfied for some choice of $q, q^{\prime}$ and their representatives $B, B^{\prime}$ (which might vary from one element of $\mathbf{A}(\alpha, \beta)$ to another one) with $\delta_{0}$ being replaced with a positive constant $\delta<\delta_{0}$, which will be fixed later. In particular, any element of $\mathbf{A}(\alpha, \beta)$ has finite analytical energy.

Suppose $\mathcal{G}(V)$ is the space of all sections $g$ of $V \times_{a d} \mathrm{SU}(2)$ such that for an element $\left(A_{0}, u_{0}\right) \in$ $\mathbf{A}(\alpha, \beta)$, the 1 -form $\left(\nabla_{A_{0}} g\right) g^{-1}$ is in $L_{l, l o c}^{2}$ and its restriction to the end $(-\infty,-3] \times Y_{\#}$ is in $L_{l}^{2}$. Moreover, there are $\mathfrak{g} \in \mathcal{G}(E)$ and $\mathfrak{g}^{\prime} \in \mathcal{G}\left(E^{\prime}\right)$ such that the 1 -forms $\left(\nabla_{A_{0}} g\right) g^{-1}-\left(\nabla_{A_{0}} \mathfrak{g}\right) \mathfrak{g}^{-1}$ and $\left(\nabla_{A_{0}} g\right) g^{-1}-\left(\nabla_{A_{0}} \mathfrak{g}^{\prime}\right) \mathfrak{g}^{\prime-1}$ on $[2, \infty) \times Y$ and $(-\infty,-2] \times Y^{\prime}$ are in $L_{l, \delta}^{2}$. Here we regard $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$ as gauge transformations over $[2, \infty) \times Y$ and $(-\infty,-2] \times Y^{\prime}$ by pulling them back using the projection maps $\pi$ and $\pi^{\prime}$. There is an obvious map $\mathfrak{f}: \mathcal{G}(V) \rightarrow \mathcal{G}(E) \times \mathcal{G}\left(E^{\prime}\right)$. The group $\mathcal{G}(V)$ acts on $\mathbf{A}(\alpha, \beta)$ and the quotient space is denoted by $\mathbf{B}(\alpha, \beta)$. We may use the Sobolev norms to topologize the space $\mathbf{B}(\alpha, \beta)$ in the obvious way. In particular, if $\left[A_{i}, u_{i}\right] \in \mathbf{B}(\alpha, \beta)$ is convergent to $\left[A_{0}, u_{0}\right] \in \mathbf{B}(\alpha, \beta)$, then the points $q_{i} \in L(Y, E)$ and $q_{i}^{\prime} \in L\left(Y^{\prime}, E^{\prime}\right)$ associated to $\left[A_{i}, u_{i}\right]$ are convergent to $q_{0} \in L(Y, E)$ and $q_{0}^{\prime} \in L\left(Y^{\prime}, E^{\prime}\right)$ associated to $\left[A_{0}, u_{0}\right]$.
Remark 3.7. Note that the space $\mathbf{B}(\alpha, \beta)$ is essentially independent of the choice of a representative for $\alpha$ because any element of $\mathcal{G}\left(E_{\#}\right)$ and the involution $\iota$ can be extended into $V$.

The spaces $\mathbf{A}(\alpha, \beta)$ and $\mathbf{B}(\alpha, \beta)$ are smooth infinite dimensional spaces. To state this claim in a more precise way, we need to introduce some Banach spaces.

Definition 3.8. Let $\tau: X \rightarrow \mathbf{R}$ be a smooth function on $X$ whose restrictions to $(-\infty,-3] \times Y_{\#}$, $[2, \infty) \times Y$ and $(-\infty,-2] \times Y^{\prime}$ are respectively equal to 0 , projection to the first factor and the magnitude of the projection to the first factor. For a vector bundle $E$ on $X$, the weighted Sobolev space $L_{k, \delta}^{2}(X, E)$ is defined as the space of sections $s$ of $E$ such that $e^{\tau} s$ is in the Sobolev space $L_{k}^{2}(X, E)$. For a vector
bundle $E$ over $U_{+}$, the weighted sobolev space $L_{k, \delta}^{2}\left(U_{+}, E\right)$ is defined in a similar way. Thus, roughly speaking, an element of $L_{k, \delta}^{2}\left(U_{+}, E\right)$ is in $L_{k}^{2}$ and is required to have exponential decay along the ends $[0,2] \times[2, \infty)$ and $[0,2] \times(-\infty,-2]$.

Definition 3.9. Let $(A, u) \in \mathbf{A}(\alpha, \beta)$ be a mixed pair which is asymptotic to $(B, q)$ and $\left(B^{\prime}, q^{\prime}\right)$ on the mixed ends associated to $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$. Define $E_{(A, u)}^{k}$ as the space of all

$$
(\zeta, \nu) \in L_{k, l o c}^{2}\left(X, \Lambda^{1} \otimes V\right) \times L_{k, l o c}^{2}\left(U_{+}, u^{*} T \mathcal{M}(\Sigma, F)\right)
$$

such that
(i) $\left.\zeta\right|_{(-\infty,-3] \times Y_{\#}}$ and $\left.\nu\right|_{[3, \infty) \times[-1,1]}$ have finite $L_{k}^{2}$ norms.
(ii) There are $b \in \mathcal{H}_{h}^{1}(Y ; B)$ and $b^{\prime} \in \mathcal{H}_{h^{\prime}}^{1}\left(Y^{\prime} ; B^{\prime}\right)$ such that

$$
\zeta-\left.\pi^{*}(b)\right|_{[2, \infty) \times Y} \quad \text { and } \quad \zeta-\left.\pi^{*}\left(b^{\prime}\right)\right|_{(-\infty,-2] \times Y^{\prime}}
$$

have finite $L_{k, \delta}^{2}$ norms. Let $s$ and $s^{\prime}$ be tangent vectors to $\mathcal{M}(\Sigma, F)$ at the points $q$ and $q^{\prime}$ given by restriction of $b$ and $b^{\prime}$ to the boundary. Then

$$
\nu-\left.\pi^{*}(s)\right|_{[0,2] \times[2, \infty)} \quad \text { and } \quad \nu-\left.\pi^{*}\left(s^{\prime}\right)\right|_{[0,2] \times(-\infty,-2]}
$$

also have finite $L_{k, \delta}^{2}$ norms.
(iii) $\left.* \zeta\right|_{U_{\partial} \times \Sigma}=0, d_{A_{\theta}} \zeta_{\theta}=0$ and $\left[\zeta_{\theta}\right]=\nu(0, \theta)$ where $A_{\theta}$ and $\zeta_{\theta}$ are restrictions of $A$ and $\zeta$ to $\{(0, \theta)\} \times \Sigma \subset X$, and $\left[\zeta_{\theta}\right]$ is the element of $\mathcal{H}^{1}\left(\Sigma ; A_{\theta}\right)$ represented by $\zeta_{\theta}$.
(iv) $\left.\nu\right|_{\eta_{+}} \in u^{*} T L(Y, E),\left.\nu\right|_{\eta_{+}^{\prime}} \in u^{*} T L\left(Y^{\prime}, E^{\prime}\right)$.

The proof of the following proposition is discussed in Subsection 4.1.
Proposition 3.10. The space $\mathbf{A}(\alpha, \beta)$ is a Banach manifold and $\mathcal{G}(V)$ is a Banach Lie group which acts smoothly on $\mathbf{A}(\alpha, \beta)$, and the stabilizer of any element of $\mathbf{A}(\alpha, \beta)$ is $\pm 1$. The quotient space $\mathbf{B}(\alpha, \beta)$ is also a Banach manifold. Let $(A, u) \in \mathbf{A}(\alpha, \beta)$ be a mixed pair which is asymptotic to $(B, q)$ and $\left(B^{\prime}, q^{\prime}\right)$ on the mixed ends associated to $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$. Then the tangent space to the point $[A, u]$ of $\mathbf{B}(\alpha, \beta)$ can be identified with the kernel of the surjective operator

$$
d_{A}^{*}: E_{(A, u)}^{l} \rightarrow L_{l-1, \delta}^{2}(X, V) .
$$

For any element $[A, u]$ of the configuration space $\mathbf{B}(\alpha, \beta)$, define the topological energy of $[A, u]$ as

$$
\mathcal{E}(A, u):=\frac{1}{8 \pi^{2}} \int_{X} \operatorname{tr}\left(\left(F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right) \wedge\left(F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right)\right)+\frac{1}{4 \pi^{2}} \int_{U_{+}} u^{*} \Omega .
$$

Note that if $[A, u]$ satisfy the mixed equation in (3.4), then $\mathfrak{E}(A, u)=8 \pi^{2} \mathcal{E}(A, u)$. Thus, the topological energy is non-negative for the solutions of (3.4). As it is justified by the following lemma, topological energy can be regarded as a soft variation of analytical energy.

Lemma 3.11. The topological energy $\mathcal{E}(A, u)$ depends only on the connected component of $\mathbf{B}(\alpha, \beta)$ that contains $(A, u)$.

Proof. It suffices to show that for a 1-parameter family $(A(s), u(s))$ of elements of $\mathbf{A}(\alpha, \beta)$, depending smoothly on $s, \mathcal{E}(A(s), u(s))$ is constant with respect to $s$. Since this is equivalent to vanishing of $\frac{d \mathcal{E}(A(s), u(s))}{d s}$, the claim follows if the expression

$$
\begin{array}{r}
\int_{X} \operatorname{tr}\left(\left(F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right) \wedge\left(d_{A} \zeta+*_{3} \operatorname{Hess}_{A_{t}} h\left(\zeta_{t}\right)+*_{3} \operatorname{Hess}_{A_{t}^{\prime}} h^{\prime}\left(\zeta_{t}^{\prime}\right)\right)+\right. \\
 \tag{3.12}\\
+\int_{U_{+}} d \iota_{\nu} u^{*} \Omega
\end{array}
$$

vanishes for any $(A, u) \in \mathbf{A}(\alpha, \beta)$ and $(\zeta, \nu) \in E_{(A, u)}^{l}$. Here $\zeta_{t}$ and $\zeta_{t}^{\prime}$ are respectively restrictions of $\zeta$ to $\{t\} \times Y_{0}$ and $\{t\} \times-Y_{0}^{\prime}$, and $d \iota_{\nu} u^{*} \Omega$ is the exterior derivative of the 1-form

$$
\Omega\left(\nu, \frac{\partial u}{\partial s}\right) d s+\Omega\left(\nu, \frac{\partial u}{\partial \theta}\right) d \theta
$$

Without loss of generality, in the following we may assume that the restrictions of $A$ to $\mathbf{R} \times Y_{0}$ and $\mathbf{R} \times Y_{0}^{\prime}$ are in temporal gauge.

We start by analyzing the first integral of (3.12) over the sub-manifold $\mathbf{R} \times Y_{0}$ of $X$. Note that $h^{\prime}$ vanishes on this space. Therefore, the integrand over $\mathbf{R} \times Y_{0}$ can be simplified to

$$
\operatorname{tr}\left(F_{A} \wedge d_{A} \zeta+d t \wedge \frac{d A_{t}}{d t} \wedge *_{3} \operatorname{Hess}_{A_{t}} h\left(\zeta_{t}\right)+*_{3} \nabla_{A_{t}} h \wedge d t \wedge \frac{d \zeta_{t}}{d t}\right)
$$

By applying Stokes theorem, Bianchi identity and Lemma 2.13, the integral of the above expression over $\mathbf{R} \times Y_{0}$ is equal to

$$
\begin{aligned}
\int_{\mathbf{R} \times Y_{0}} d \operatorname{tr}\left(F_{A} \wedge \zeta\right) & +\int_{\mathbf{R}} d t\left(\int_{Y_{0}} \operatorname{tr}\left(*_{3} \operatorname{Hess}_{A_{t}} h\left(\frac{d A_{t}}{d t}\right) \wedge \zeta_{t}+*_{3} \nabla_{A_{t}} h \wedge \frac{d \zeta_{t}}{d t}\right)\right)= \\
& =\int_{\mathbf{R} \times \partial Y_{0}} \operatorname{tr}\left(F_{A} \wedge \zeta\right)+\lim _{t \rightarrow \infty} \int_{Y_{0}} \operatorname{tr}\left(F_{A_{t}} \wedge \zeta_{t}\right)+\int_{\mathbf{R}} d t \frac{d}{d t}\left(\int_{Y_{0}} \operatorname{tr}\left(*_{3} \nabla_{A_{t}} h \wedge \zeta_{t}\right)\right) \\
& =\int_{\mathbf{R} \times \partial Y_{0}} \operatorname{tr}\left(F_{A} \wedge \zeta\right)+\lim _{t \rightarrow \infty} \int_{Y_{0}} \operatorname{tr}\left(\left(F_{A_{t}}+*_{3} \nabla_{A_{t}} h\right) \wedge \zeta_{t}\right) .
\end{aligned}
$$

Note that we did not include the integrals of $\operatorname{tr}\left(F_{A_{t}} \wedge \zeta_{t}\right)$ and $\operatorname{tr}\left(*_{3} \nabla_{A_{t}} h \wedge \zeta_{t}\right)$ over $Y_{0}$ as $t \rightarrow-\infty$ in the second and the third identities because of the decay of $\zeta_{t}$ on the gauge theoretical end. As $t \rightarrow \infty, A_{t}$ and $\zeta_{t}$ are convergent to $B$ and an element of $\mathcal{H}_{h}^{1}(Y ; B)$. In particular, the integral of $\operatorname{tr}\left(\left(F_{A_{t}}+*_{3} \nabla_{A_{t}} h\right) \wedge \zeta_{t}\right)$ over $Y_{0}$ as $t \rightarrow \infty$ is trivial. Consequently, the contribution of $\mathbf{R} \times Y_{0}$ to (3.12) equals the integral of $\operatorname{tr}\left(F_{A} \wedge \zeta\right)$ over $\mathbf{R} \times \partial Y_{0}$. A similar claim holds about $\mathbf{R} \times-Y_{0}^{\prime}$.

The first integrand of (3.12) over $U_{-} \times \Sigma$ simplifies to $\operatorname{tr}\left(F_{A} \wedge d_{A} \zeta\right)$. Thus, by Stokes theorem and Bianchi identity this integral is equal to:

$$
\int_{\partial\left(U_{-} \times \Sigma\right)} \operatorname{tr}\left(F_{A} \wedge \zeta\right)
$$

Assuming that the restriction of $A$ to $U_{\partial} \times \Sigma$ has the from $A_{\theta}+\phi d s+\psi d \theta$, we can summarize our simplifications as

$$
\begin{align*}
\int_{X} \operatorname{tr}\left(\left(F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right) \wedge\right. & \left.\left(d_{A} \zeta+*_{3} \operatorname{Hess}_{A_{t}} h\left(\zeta_{t}\right)+*_{3} \operatorname{Hess}_{A_{t}^{\prime}}^{\prime} h^{\prime} \zeta_{t}^{\prime}\right)\right)=\int_{U_{\partial} \times \Sigma} \operatorname{tr}\left(F_{A} \wedge \zeta\right) \\
& =\int_{-\infty}^{\infty} d \theta\left(\int_{\Sigma} \operatorname{tr}\left(\partial_{\theta} A_{\theta} \wedge \zeta_{\theta}\right)-\operatorname{tr}\left(d_{A_{\theta}} \psi \wedge \zeta_{\theta}\right)\right) \\
& =\int_{-\infty}^{\infty} d \theta \int_{\Sigma} \operatorname{tr}\left(\partial_{\theta} A_{\theta} \wedge \zeta_{\theta}\right) \tag{3.13}
\end{align*}
$$

The second identity is a consequence of the Stokes theorem and the assumption $d_{A_{\theta}} \zeta_{\theta}=0$. Another application of the Stokes theorem also shows that the second integral in (3.12) can be simplified to

$$
\begin{equation*}
-\int_{U_{\partial}} \iota_{\nu} u^{*} \Omega=-\int_{-\infty}^{\infty} d \theta \int_{\Sigma} \operatorname{tr}\left(\frac{\partial u}{\partial \theta} \wedge \nu(0, \theta)\right) \tag{3.14}
\end{equation*}
$$

Using the matching conditions for $(A, u)$ and $(\zeta, \nu)$, the expressions (3.13) and (3.14) cancel out each other and (3.12) vanishes.

In fact, Lemma 3.11 can be strengthened as follows. The proof of the this lemma will be given in Subsection 4.5.

Lemma 3.15. If $[A, u],\left[A^{\prime}, u^{\prime}\right] \in \mathbf{B}(\alpha, \beta)$, then $2\left(\mathcal{E}(A, u)-\mathcal{E}\left(A^{\prime}, u^{\prime}\right)\right)$ is an integer. Moreover, if $\mathcal{E}(A, u)=\mathcal{E}\left(A^{\prime}, u^{\prime}\right)$, then $[A, u]$ and $\left[A^{\prime}, u^{\prime}\right]$ belong to the same connected component of $\mathbf{B}(\alpha, \beta)$.

Let $\mathbf{M}(\alpha, \beta)$ be the subspace of $\mathbf{B}(\alpha, \beta)$ given by the solutions of (3.4). The local behavior of this moduli space around a solution $(A, u)$ is governed by the linearization of the mixed equation. Define a linear operator

$$
L_{A, u}: E_{(A, u)}^{l} \rightarrow L_{l-1, \delta}^{2}\left(X, \Lambda^{+} \otimes V\right) \oplus L_{l-1, \delta}^{2}\left(U_{+}, u^{*} T \mathcal{M}(\Sigma, F)\right),
$$

as

$$
\begin{equation*}
L_{(A, u)}(\zeta, \nu):=\left(d_{A}^{+} \zeta+\left(*_{3} \operatorname{Hess}_{A_{t}} h\left(\zeta_{t}\right)\right)^{+}+\left(*_{3} \operatorname{Hess}_{A_{t}^{\prime}}^{\prime} h^{\prime}\left(\zeta_{t}^{\prime}\right)\right)^{+}, \mathcal{D}_{u}(\nu)\right), \tag{3.16}
\end{equation*}
$$

where $\zeta_{t}$ (resp. $\zeta_{t}^{\prime}$ ) is the restriction of $\zeta$ to $\{t\} \times Y_{0}$ (resp. $\{t\} \times-Y_{0}^{\prime}$ ), and analogous to (2.34), $\mathcal{D}_{u}$ is the linearization of the Cauchy-Riemann operator

$$
\mathcal{D}_{u}(\nu):=\nabla_{\theta} \nu-J_{s, \theta}(u) \nabla_{s} \nu-\left(\nabla_{\nu} J_{s, \theta}\right) \frac{d u}{d s},
$$

with $\nabla$ being the Levi-Civita connection again. Using Proposition 3.10, the linearization of the mixed equation is given by the restriction of $L_{(A, u)}$ to the kernel of the operator $d_{A}^{*}$. It is more convenient to combine these operators and define the mixed operator

$$
\mathcal{D}_{(A, u)}: E_{(A, u)}^{l} \rightarrow L_{l-1, \delta}^{2}(X, V) \oplus L_{l-1, \delta}^{2}\left(X, \Lambda^{+} \otimes V\right) \oplus L_{l-1, \delta}^{2}\left(U_{+}, u^{*} T \mathcal{M}(\Sigma, F)\right)
$$

as $\mathcal{D}_{(A, u)}:=\left(d_{A}^{*}, L_{(A, u)}\right)$. Since the operator $d_{A}^{*}$ is surjective, the kernels and co-kernels of the linearization of the mixed equation and $\mathcal{D}_{(A, u)}$ can be identified with each other.

Definition 3.17. An element $[A, u] \in \mathbf{B}(\alpha, \beta)$ is regular if $\mathcal{D}_{(A, u)}$ is surjective.
The proof of the following proposition will be given in Subsection 4.2:
Proposition 3.18. After possibly decreasing the constant $\delta_{0}$ of Theorem 3.6, the following claim holds for any $\delta<\delta_{0}$. Suppose $\mathbf{A}(\alpha, \beta)$ is defined using $\delta$ and $[A, u]$ is a smooth element of $\mathbf{A}(\alpha, \beta)$ that satisfies property (iii) of Theorem 3.6. Then the operator $\mathcal{D}_{(A, u)}$ is Fredholm. If $(A, u)$ represents a regular point of the mixed moduli space $\mathbf{M}(\alpha, \beta)$, then $\mathbf{M}(\alpha, \beta)$ is a smooth manifold of dimension $\operatorname{index}\left(\mathcal{D}_{(A, u)}\right)$ in a neighborhood of $[A, u]$.

For the rest of this section, we assume that the constant $\delta$ used in the definition of $\mathbf{A}(\alpha, \beta)$ is given by Proposition 3.18.

To each $\alpha \in \mathfrak{C}_{S} \cong \mathfrak{C}_{G}$, we can associate an element of the moduli space $\mathbf{M}(\alpha, \alpha)$ as we explain now. Fix a representative connection for $\alpha$ which is also denoted by $\alpha$. By definition there are connections $B$ and $B^{\prime}$ on $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$ which satisfy the equations $\phi_{h}(B)=0$ and $\phi_{h^{\prime}}\left(B^{\prime}\right)=0$ of Subsection 2.3, and the restrictions of $B$ and $B^{\prime}$ to collar neighborhoods of the boundaries of $Y$ and $Y^{\prime}$ are given by the pullbacks of $\alpha$. Then the pullbacks of $B$ to $\mathbf{R} \times Y_{0}, B^{\prime}$ to $\mathbf{R} \times Y_{0}^{\prime}$ and $\alpha$ to $\Sigma \times U_{-}$give rise to a connection $A_{\alpha}$ on $X$. We also define $u_{\alpha}: U_{+} \rightarrow \mathcal{M}(\Sigma, F)$ to be the constant map given by $\alpha$. The pair ( $A_{\alpha}, u_{\alpha}$ ), which is called the constant pair, clearly satisfies the mixed equation in (3.4) and hence it represents an element of the moduli space $\mathbf{M}(\alpha, \alpha)$. Notice that the topological energy of any constant pair is zero. In fact, constant pairs are characterized as solutions of (3.4) with vanishing topological energy (or equivalently analytical energy). The proof of the following proposition will be given in Subsection 4.3.

Proposition 3.19. The index of the mixed operator $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}$ is 0 . Moreover, the kernel and the cokernel of the operator $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}$ are trivial.

The following proposition generalizes the index computation of Proposition 3.19 to the case of arbitrary mixed pairs.

Proposition 3.20. The index of the mixed operator associated to a mixed pair $(A, u) \in \mathbf{A}(\alpha, \beta)$ satisfies

$$
\begin{equation*}
\operatorname{index}\left(\mathcal{D}_{(A, u)}\right)=8 \mathcal{E}(A, u)+\varepsilon(\beta)-\varepsilon(\alpha), \tag{3.21}
\end{equation*}
$$

where the constants $\varepsilon(\alpha)$ and $\varepsilon(\beta)$ are given by Proposition 2.53.
The proof of the above proposition will be given in Subsection 4.5. Notice that the first part of Proposition 3.19 is a special case of this proposition. However, the proof of Proposition 3.20 relies on Proposition 3.19 as an essential input. The other input is the mixed shifting operator, which is introduced in Subsection 4.4.

For any integer $d$, let $\mathbf{M}(\alpha, \beta)_{d}$ denote the subspace of $\mathbf{M}(\alpha, \beta)$ consisting of index $d$ solutions. Suppose $(A, u)$ represents an element of $\mathbf{M}(\alpha, \beta)_{0}$. Since the topological energy of $(A, u)$ is nonnegative, the index formula implies that $\varepsilon(\alpha) \geq \varepsilon(\beta)$, and the equality holds if and only if $\alpha=\beta$. The latter claim holds because any element of $\mathbf{M}(\alpha, \beta)$ with vanishing topological energy is a constant pair. In summary, $\mathbf{M}(\alpha, \beta)_{0}$ is non-empty only if $\varepsilon(\alpha)>\varepsilon(\beta)$ or $\alpha=\beta$. In the latter case, there is exactly one element in $\mathbf{M}(\alpha, \alpha)_{0}$ which is regular.

We have shown that the constant solutions of the mixed solution are regular. However, not all elements of $\mathbf{M}(\alpha, \beta)$ are regular. In Section 6.2, we introduce perturbations of mixed equation by deforming the family of almost complex structures $\left\{J_{(s, \theta)}\right\}_{(s, \theta) \in U_{+}}$and adding a term to the ASD equation:

$$
\left\{\begin{array}{l}
F_{A}^{+}+\left(*_{3} \nabla_{A_{t}} h\right)^{+}+\left(*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right)^{+}+\eta(A)=0  \tag{3.22}\\
\frac{\partial u}{\partial s}+J_{(s, \theta)} \frac{\partial u}{\partial \theta}=0
\end{array}\right.
$$

Here the term $\eta(A)$ is invariant with respect to the action of $\mathcal{G}(V)$. Thus, the solutions of the above equations determine a subspace of $\mathbf{B}(\alpha, \beta)$, denoted by $\mathbf{M}_{\eta}(\alpha, \beta)$.

Proposition 3.23. There are secondary perturbations of the mixed equation satisfying the following properties.
(i) There is a compact subset $K_{-} \subset U_{-}$away from the matching line $U_{\partial}$ such that $\eta(A)$ depends on $\left.A\right|_{K_{-}}$and is supported in $K_{-}$. There is a compact subset $K_{+} \subset U_{+}$away from the matching line $U_{\partial}$ such that the deformation of $J_{(s, \theta)}$ is trivial on the complement of $K_{+}$. In particular, the deformed almost complex structure agrees with the standard complex structure $J_{*}$ in a neighborhood of the matching line.
(ii) The moduli spaces with expected dimension at most 3 are regular.
(iii) Any element of $\mathbf{M}_{\eta}(\alpha, \beta)$ has non-negative topological energy. The moduli space $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$ is non-empty only if $\varepsilon(\alpha)>\varepsilon(\beta)$ or $\alpha=\beta$. Moreover, $\mathbf{M}_{\eta}(\alpha, \alpha)_{0}$ consists of only one element for each $\alpha \in \mathfrak{C}_{S}$.

This proposition is proved in Section 6.2 after introducing an appropriate family of perturbation terms $\eta$. For any solution $(A, u)$ of (3.22) we have

$$
\begin{equation*}
\mathfrak{E}(A, u)=8 \pi^{2} \mathcal{E}(A, u)+2\|\eta(A)\|_{L^{2}(X)}^{2} . \tag{3.24}
\end{equation*}
$$

Proposition 3.25. Let $\eta$ be given by Proposition 3.23. Then the moduli spaces $\mathbf{M}_{\eta}(\alpha, \beta)_{d}$ with $d \leq 3$ are orientable d-dimensional manifolds.

Proposition 3.26. The perturbation $\eta$ in Proposition 3.23 can be chosen such that the following holds.
(i) The moduli spaces of the form $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$ are compact.
(ii) The moduli spaces of the form $\mathbf{M}_{\eta}(\alpha, \beta)_{1}$ can be compactified into compact 1-manifolds by adding points in correspondence to the 0 -dimensional spaces

$$
\begin{equation*}
\mathbf{M}_{\eta}(\alpha, \gamma)_{0} \times \breve{\mathrm{M}}_{S}(\gamma, \beta)_{p}, \quad \breve{\mathrm{M}}_{G}(\alpha, \gamma)_{p} \times \mathbf{M}_{\eta}(\gamma, \beta)_{0} \tag{3.27}
\end{equation*}
$$

where $\gamma \in \mathfrak{C}_{G} \cong \mathfrak{C}_{S}$, and in both cases $p$ denotes a path of index 1 .
Moreover, the orientations of the moduli spaces $\mathbf{M}_{\eta}(\alpha, \beta)_{d}$ with $d \leq 1$ provided by Proposition 3.25 can be chosen such that the induced orientation on the boundary components of the compactified moduli space $\mathbf{M}_{\eta}(\alpha, \beta)_{1}$ (using outward-normal-first convention) agree with the product orientation on the first term in (3.27) and disagrees with the induced orientation on the second term in (3.27).

The essential step in the orientability of mixed moduli spaces is discussed in Subsection 4.7. The proof of the compactness claims in Proposition 3.26 uses results of [DFL], and is given in Subsection 5.4. The rest of the above two propositions is verified in Section 6.2.

We define a homomorphism $\mathbf{N}: C_{G}\left(Y_{\#}, E_{\#}\right) \rightarrow C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right)$ using 0-dimensional moduli spaces $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$. First we pick the perturbation $\eta$ such that the claims of Propositions 3.23 and 3.26 hold. Then define

$$
\begin{equation*}
\mathbf{N}(\alpha):=\sum_{\beta \in \mathfrak{C}_{S}} \# \mathbf{M}_{\eta}(\alpha, \beta)_{0} \cdot \beta \tag{3.28}
\end{equation*}
$$

where $\# \mathbf{M}_{\eta}(\alpha, \beta)_{0}$ denotes the signed count of the points in the 0 -dimensional moduli space $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$. Our main theorem is a consequence of the following result.

Theorem 3.29. The map $\mathbf{N}$ is an isomorphism and a chain map.
Proof. By Proposition 3.23, $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$ is non-empty only if $\varepsilon(\alpha)>\varepsilon(\beta)$ or $\alpha=\beta$. In the latter case, $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$ consists of only one element. Thus $\mathbf{N}$ is an isomorphism. The chain map property of $\mathbf{N}$ follows from a standard argument using the second part of Proposition 3.26.

## 4 Linear analysis

In this section, we verify several claims in Sections 2 and 3 related to the linear analysis of the mixed equation. During this section $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$ are fixed as in Subsection 2.1, and we fix Lagrangian 3-manifolds associated to these pairs that have transversal intersection and the claim of Lemma 2.56 holds. We continue to drop $h$ and $h^{\prime}$ from our notations for the 3-manifolds Lagrangians, and denote them by $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$.

### 4.1 The configuration space of mixed pairs

In Subsection 2.2, we introduced the space of connections $\mathcal{A}(\Sigma, F)$, which is an affine space modeled on the Banach space $\mathfrak{B}:=L_{l-1}^{2}\left(\Sigma, \Lambda^{1} \otimes F\right)$. For any positive constant $\varepsilon$, we write $\mathfrak{B}_{<\varepsilon}$ for the subspace of elements of $\mathfrak{B}$ with $L^{2}$ norm less than $\varepsilon$. We write $\mathcal{A}_{\mathfrak{f}}(\Sigma, F)$ for the subspace of $\mathcal{A}(\Sigma, F)$ given by flat connections. If we want to be specific about the Sobolev exponent in the definition of $\mathcal{A}(\Sigma, F)$ and $\mathcal{A}_{\mathrm{fl}}(\Sigma, F)$, we denote them by $\mathcal{A}^{l-1}(\Sigma, F)$ and $\mathcal{A}_{\mathrm{f}}^{l-1}(\Sigma, F)$. The space of $L_{l}^{2}$ gauge transformations of $F$ are also denoted by $\mathcal{G}_{l}(F)$. The following lemma provides an exponential map for the tangent vectors of $\mathcal{A}(\Sigma, F)$, which is invariant with respect to $\mathcal{G}(F)$ and induces an exponential map on $\mathcal{A}_{\mathrm{fi}}(\Sigma, F)$.

Lemma 4.1. There are a positive constant $\varepsilon$ and a smooth map $\mathrm{E}: \mathcal{A}(\Sigma, F) \times \mathfrak{B}_{<\varepsilon} \rightarrow \mathcal{A}(\Sigma, F)$ satisfying the following properties.
(i) E is $\mathcal{G}(F)$-equivariant where we use the diagonal action on $\mathcal{A}(\Sigma, F) \times \mathfrak{B}_{<\varepsilon}$.
(ii) $\mathrm{E}(\sigma, 0)=\sigma$.
(iii) For any $\sigma \in \mathcal{A}(\Sigma, F)$, the differential $\left.D_{(\sigma, 0)} \mathrm{E}\right|_{\{0\} \times \mathfrak{B}}: \mathfrak{B} \rightarrow \mathfrak{B}$ is identity. The map E determines a diffeomorphism from $\{\sigma\} \times \mathfrak{B}_{<\varepsilon}$ to a neighborhood of $\sigma$.
(iv) For any $\alpha \in \mathcal{A}_{\mathrm{f}}(\Sigma, F)$ and $c \in \mathfrak{B}_{<\varepsilon}$ with $d_{\alpha} c=0$, the connection $\mathrm{E}(\sigma, c)$ is flat. Moreover, if $c \in \mathcal{H}^{1}(\Sigma ; \alpha)$ and $c^{\prime}:=c+d_{\alpha} \zeta$ with $\zeta \in L_{l}^{2}(\Sigma, F)$, then $\mathrm{E}\left(\alpha, c^{\prime}\right):=g^{*} \mathrm{E}(\alpha, c)$ where $g$ is obtained from exponentiating $\zeta$.

We may restrict a map E provided by Lemma 4.1 to the configuration of flat connections $\mathcal{A}_{\mathrm{f}}(\Sigma, F)$, and then use gauge equivariance of E to obtain a map from $T_{\varepsilon} \mathcal{M}(\Sigma, F)$ to $\mathcal{M}(\Sigma, F)$, where $T_{\varepsilon} \mathcal{M}(\Sigma, F)$ denotes tangent vectors to $\mathcal{M}(\Sigma, F)$ with length at most $\varepsilon$. In fact, it is useful to fix one such map before constructing E. To do this, let e $: T \mathcal{M}(\Sigma, F) \rightarrow \mathcal{M}(\Sigma, F)$ be the exponential map with respect to the chosen metric on $\mathcal{M}(\Sigma, F)$.

Lemma 4.2. There is a constant $\kappa$ such that the following holds. Suppose $U_{\kappa}$ denotes the subspace of $L_{1}^{2}$ connections $\sigma$ on $F$ with $\left\|F_{\sigma}\right\|_{L^{2}}<\kappa$. Then there is a smooth $\mathcal{G}(F)$-equivariant map

$$
P: U_{\kappa} \rightarrow \mathcal{A}_{\mathrm{f}}^{1}(\Sigma, F) \times L_{2}^{2}(\Sigma, F)
$$

such that if $P(\sigma)=(\alpha, \zeta)$, then $\sigma=\alpha+* d_{\alpha} \zeta$. Moreover, if $\sigma$ is in $L_{k}^{2}$ for $k \geq 1$, then $\alpha \in L_{k}^{2}$ and $\zeta \in L_{k+1}^{2}$.

Proof. Consider the $\mathcal{G}(\Sigma, F)$-equivariant map

$$
\Psi: \mathcal{A}_{\mathrm{fl}}^{1}(\Sigma, F) \times L_{2}^{2}(\Sigma, F) \rightarrow \mathcal{A}^{1}(\Sigma, F)
$$

given by $\Psi(\alpha, \zeta)=\alpha+* d_{\alpha} \zeta$. Inverse function theorem and Uhlenbeck compactness theorem imply that there are $\kappa>0$ and a $\mathcal{G}_{2}(F)$-invariant neighborhood $V$ of $\mathcal{A}_{\mathrm{f}}^{1}(\Sigma, F) \times\{0\}$ such that $\Psi$ induces a diffeomorphism from $V$ to $U_{\kappa}$. Then we define $P: U_{\kappa} \rightarrow \mathcal{A}_{\mathfrak{f}}^{1}(\Sigma, F) \times L_{2}^{2}(\Sigma, F)$ to be the inverse of this map. Now suppose $\sigma \in U_{\kappa}$ is an $L_{k}^{2}$ connection with $k \geq 2$ and $P(\sigma)=(\alpha, \zeta)$. There is an $L_{2}^{2}$ automorphism $g$ of $F$ such that $\alpha^{\prime}=g^{*} \alpha$ is a smooth flat connection. Moreover, $F_{g^{*} \sigma}=g F_{\sigma} g^{-1}$ is in $L_{1}^{2}$, and if $\zeta^{\prime}:=g^{*}(\zeta)$, then

$$
d_{\alpha^{\prime}} * d_{\alpha^{\prime}} \zeta^{\prime}=-* d_{\alpha^{\prime}} \zeta^{\prime} \wedge * d_{\alpha^{\prime}} \zeta^{\prime}+F_{g^{*} \sigma} .
$$

By applying elliptic regularity for the Laplacian operator $d_{\alpha^{\prime}} * d_{\alpha^{\prime}}$ twice, we may conclude that $\zeta^{\prime}$ is in $L_{3}^{2}$ and hence $g^{*} \sigma$ is in $L_{2}^{2}$. This implies that $g$ is in fact an $L_{3}^{2}$ gauge transformation of $F, \alpha$ is an $L_{2}^{2}$ flat connection and $\zeta$ is in $L_{3}^{2}$. Iterations of the above argument shows that $g$ is in fact an $L_{k+1}^{2}$ gauge transformation, $\alpha$ is an $L_{k}^{2}$ flat connection and $\zeta$ is in $L_{k+1}^{2}$.

Proof of Lemma 4.1. First we define $\mathrm{E}(\alpha, c)$ in the case that $\alpha$ belongs to $\mathcal{A}_{\mathrm{f}}(\Sigma, F)$. The 1 -form $c$ can be uniquely decomposed as

$$
c=c_{0}+d_{\alpha} \zeta+* d_{\alpha} \zeta^{\prime}
$$

with $c_{0} \in \mathcal{H}^{1}(\Sigma ; \alpha), \zeta, \zeta^{\prime} \in L_{l}^{2}(\Sigma, F)$. The 1-form $c_{0}$ determines an element of $T_{[\alpha]} \mathcal{M}(\Sigma, F)$ and

$$
\gamma(t):=\mathrm{e}([\alpha], t c) \in \mathcal{M}(\Sigma, F)
$$

defines a path from $[\alpha]$ to $\mathrm{e}([\alpha], c)$. Let $\widetilde{\gamma}:[0,1] \rightarrow \mathcal{A}_{\mathrm{f}}(\Sigma, F)$ be the unique path satisfying
(i) $\widetilde{\gamma}(t)$ is a flat connection representing $\gamma(t)$;
(ii) $d_{\widetilde{\gamma}(t)}^{*}\left(\frac{d}{d t} \widetilde{\gamma}(t)\right)=0$.

Let also $g$ be the gauge transformation in $\mathcal{G}(F)$ given by exponentiating $\zeta$. Then we define

$$
\mathrm{E}(\alpha, c)=g^{*} \widetilde{\gamma}(1)+* d_{\alpha} \zeta^{\prime} .
$$

Thus, we obtain a map $\mathrm{E}(\alpha, c)$, for flat $\alpha$, that satisfies properties (i)-(iv). Compactness of $\mathcal{M}(\Sigma, F)$ and the inverse function theorem can be used to find $\varepsilon$ such that for any $\alpha \in \mathcal{A}_{\mathrm{f}}(\Sigma, F)$ and $t \in[0,1]$ the map

$$
c \rightarrow \alpha+c+t(\mathrm{E}(\alpha, c)-\alpha-c)
$$

sends $\mathfrak{B}_{<\varepsilon}$ to a neighborhood of $\alpha \in \mathcal{A}(\Sigma, F)$ by a diffeomorphism.
Next, we extend $\mathrm{E}(\sigma, c)$ to the case that $\sigma$ is an arbitrary element of $\mathcal{A}(\Sigma, F)$. Suppose $\tau:[0,1] \rightarrow$ $[0,1]$ is a smooth function, which is equal to 1 in a neighborhood of 0 and evaluates to 0 in a neighborhood of 1 . Let $U_{\kappa}$ be given by Lemma 4.2. Suppose $\sigma \in U_{\kappa}$ and $P(\sigma)=(\alpha, \zeta)$. For any $c \in \mathfrak{B}_{<\varepsilon}$ define

$$
\begin{equation*}
\mathrm{E}(\sigma, c)=\sigma+c+\tau\left(\kappa^{-1}\|F(\sigma)\|_{L^{2}}\right)(\mathrm{E}(\alpha, c)-\alpha-c) . \tag{4.3}
\end{equation*}
$$

and extend (4.3) to the case that $\sigma \in \mathcal{A}(\Sigma, F) \backslash U_{\kappa}$ as $\mathrm{E}(\sigma, c)=\sigma+c$.
Next, we need deformations of e, which are well-behaved with respect to $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$.
Lemma 4.4. For any $-1 \leq s \leq 1$, there is a smooth map $\mathrm{e}_{s}: T \mathcal{M}(\Sigma, F) \rightarrow \mathcal{M}(\Sigma, F)$, depending smoothly on s, such that the following properties hold.
(i) $\mathrm{e}_{0}=\mathrm{e}$.
(ii) $\mathrm{e}_{\text {s }}$ maps the zero section of $\operatorname{T\mathcal {M}}(\Sigma, F)$ to $\mathcal{M}(\Sigma, F)$ by the identity map
(iii) The derivative of $\mathrm{e}_{s}$ at any point $x$ in the zero section and along the fiber $T_{x} \mathcal{M}(\Sigma, F)$ is given by the identity map.
(iv) $\mathrm{e}_{1}$ maps the subspace $T L(Y, E)$ of $T \mathcal{M}(\Sigma, F)$ to $L(Y, E)$ and $\mathrm{e}_{-1}$ maps the subspace $T L\left(Y^{\prime}, E^{\prime}\right)$ of $T \mathcal{M}(\Sigma, F)$ to $L\left(Y^{\prime}, E^{\prime}\right)$.

By applying the argument of Lemma 4.1 to the family of maps $\mathrm{e}_{s}$ provided by the above lemma, we may construct a family of maps $\mathrm{E}_{s}: \mathcal{A}(\Sigma, F) \times \mathfrak{B}_{<\varepsilon} \rightarrow \mathcal{A}(\Sigma, F)$, which satisfies the properties (i)-(iv) of Lemma 4.1. Moreover, if $\alpha$ is a flat connection on $F$ representing an element of $L(Y, E)$ and $c$ is a $d_{\alpha}$-closed 1-form representing a tangent vector to $L(Y, E)$, then $\mathrm{E}_{1}(\sigma, c)$ also represents an element in $L(Y, E)$. The map $\mathrm{E}_{-1}$ has a similar property with respect to $L\left(Y^{\prime}, E^{\prime}\right)$.

Proof. Fix a metric on $\mathcal{M}(\Sigma, F)$ such that $L(Y, E)$ is totally geodesic with respect to this metric. Then the exponential map with respect to this metric gives $\mathrm{e}_{1}$. A homotopy from this metric and the standard Riemannian metric on $\mathcal{M}(\Sigma, F)$ can be used in a similar way to define the maps $\mathrm{e}_{t}$ for $t \in[0,1]$. The maps $\mathrm{e}_{t}$ for $t \in[-1,0]$ can be constructed in an analogous way.

Our next goal is to give a chart for a neighborhood of a mixed pair $(A, u) \in \mathbf{A}(\alpha, \beta)$. Before giving a description of such a chart, we need to fix another additional piece of data. The mixed pair $(A, u)$ is convergent to pairs $(B, q)$ and $\left(B^{\prime}, q^{\prime}\right)$ as $\theta \rightarrow \infty$ and $\theta \rightarrow-\infty$, where $q \in L(Y, E), q^{\prime} \in L\left(Y^{\prime}, E^{\prime}\right)$, and $B, B^{\prime}$ are respectively connections on $E, E^{\prime}$ representing $q, q^{\prime}$. The restrictions of $B, B^{\prime}$ to $\Sigma$ is denoted by $\alpha, \alpha^{\prime}$. Let $b \in \mathcal{H}_{h}^{1}(Y ; B)$ and $c$ denote the restriction of $b$ to $\Sigma$. Then $\alpha_{b}:=\mathrm{E}_{1}(\alpha, c)$ is a flat connection on $F$ which represents an element of $L(Y, E) \subset \mathcal{M}(\Sigma, F)$. After possibly decreasing $\varepsilon$, we fix a connection $B_{b}$, for $|b|<\varepsilon$, such that
(i) $B_{b}$ depends smoothly on $b$;
(ii) $B_{0}=B$;
(iii) $B_{b}$ represents an element of $L(Y, E)$, and its restriction to the boundary is equal to $\alpha_{b}$.

Similarly, we fix a smooth family of connections $\left\{B_{b^{\prime}}^{\prime}\right\}$ for $b^{\prime} \in \mathcal{H}_{h}^{1}\left(Y^{\prime} ; B^{\prime}\right)$ with $\left|b^{\prime}\right|<\varepsilon$.
Suppose $B_{(A, u)}^{l}$ is the space of all $\zeta \in L_{l, l o c}^{2}\left(X, \Lambda^{1} \otimes V\right), \nu \in L_{l, l o c}^{2}\left(U_{+}, u^{*} T \mathcal{M}(\Sigma, F)\right)$, which satisfy the following properties.
(i) $\left.\zeta\right|_{(-\infty,-3] \times Y_{\#}}$ and $\left.\nu\right|_{[3, \infty) \times[-1,1]}$ have finite $L_{l}^{2}$ norms.
(ii) There are $b \in \mathcal{H}_{h}^{1}(Y ; B)$ and $b^{\prime} \in \mathcal{H}_{h^{\prime}}^{1}\left(Y^{\prime} ; B^{\prime}\right)$ such that

$$
\zeta-\left.\pi^{*}(b)\right|_{Y \times[2, \infty)} \quad \text { and } \quad \zeta-\left.\pi^{*}\left(b^{\prime}\right)\right|_{\left.Y^{\prime} \times(-\infty,-2]\right)}
$$

have finite $L_{l, \delta}^{2}$ norms where $\delta$ is a small positive constant, which will be fixed in the next subsection. Let $s$ and $s^{\prime}$ be tangent vectors to $\mathcal{M}(\Sigma, F)$ at the points $q$ and $q^{\prime}$ given by restrictions of $b$ and $b^{\prime}$ to the boundary. Then

$$
\nu-\left.\pi^{*}(s)\right|_{[0,2] \times[2, \infty)} \quad \text { and } \quad \nu-\left.\pi^{*}\left(s^{\prime}\right)\right|_{[0,2] \times(-\infty,-2]}
$$

also have finite $L_{l, \delta}^{2}$ norms.
(iii) $d_{A_{\theta}} \zeta_{\theta}=0$ and $\left[\zeta_{\theta}\right]=\nu(0, \theta)$ where $A_{\theta}$ and $\zeta_{\theta}$ are restrictions of $A$ and $\zeta$ to $\{(0, \theta)\} \times \Sigma \subset X$, and $\left[\zeta_{\theta}\right]$ is the element of $\mathcal{H}^{1}\left(\Sigma ; A_{\theta}\right)$ represented by $\zeta_{\theta}$.
(iv) $\left.\nu\right|_{\eta_{+}} \in u^{*} T L(Y, E),\left.\nu\right|_{\eta_{+}^{\prime}} \in u^{*} T L\left(Y^{\prime}, E^{\prime}\right)$.

Then $B_{(A, u)}^{l}$ is a Banach space where the norm is defined as

$$
\begin{align*}
|(\zeta, \nu)|_{B_{(A, u)}^{l}}:= & \|\zeta\|_{L_{l}^{2}\left(X^{\circ}\right)}+\|\nu\|_{L_{l}^{2}\left(U_{+}^{\circ}\right)}+\left\|\zeta-\pi^{*}(b)\right\|_{L_{l, \delta}^{2}(Y \times[2, \infty))}+\left\|\zeta-\pi^{*}\left(b^{\prime}\right)\right\|_{L_{l, \delta}^{2}\left(Y^{\prime} \times(-\infty,-2]\right)}+ \\
& +\left\|\nu-\pi^{*}(s)\right\|_{L_{l, \delta}^{2}([0,2] \times[2, \infty))}+\left\|\nu-\pi^{*}\left(s^{\prime}\right)\right\|_{L_{l, \delta}^{2}([0,2] \times(-\infty,-2])}+|s|+\left|s^{\prime}\right| \tag{4.5}
\end{align*}
$$

with

$$
X^{\circ}:=X \backslash Y \times[2, \infty) \backslash Y^{\prime} \times(-\infty,-2], \quad U_{+}^{\circ}:=U_{+} \backslash[0,2] \times[2, \infty) \backslash[0,2] \times(-\infty,-2]
$$

In the following, we fix a constant $\kappa_{0}$ such that if $|(\zeta, \nu)|_{B_{(A, u)}^{l}}<\kappa_{0}$, then for any $(s, \theta) \in U_{-}$, the restriction of $\zeta$ to $\{(s, \theta)\} \times \Sigma$ belongs to $\mathfrak{B}_{<\varepsilon}$ and for any $(s, \theta) \in U_{-}, \nu(s, \theta) \in T_{\varepsilon} \mathcal{M}(\Sigma, F)$.

A neighborhood of $(A, u)$ in $\mathbf{A}(\alpha, \beta)$ can be parametrized by the product of a small ball centered at the origin in $B_{(A, u)}^{l}$ and the group $\mathcal{G}(E) \times \mathcal{G}\left(E^{\prime}\right)$, as it is explained in the following. First we fix a smooth function $\tau: U_{+} \rightarrow \mathbf{R}$ which in a neighborhood of $\eta_{+}$is equal to 1 , in a neighborhood of $\eta_{+}^{\prime}$ is equal to -1 , on $[0,2] \times[2, \infty)$ is equal to 1 , and on $[0,2] \times(-\infty,-2]$ is equal to -1 . Moreover, $\tau(s, \theta)$ on $[0,2] \times[2, \infty)$ and $[0,2] \times(-\infty,-2]$ depends only on $s$ and on $[3, \infty) \times[-1,1]$ depends only on $\theta$. We also fix a smooth cutoff function $\rho:[-2,0] \rightarrow[0,1]$ which is equal to 0 in a neighborhood of -2 and is equal to 1 in a neighborhood of 0 . For $(\zeta, \nu)$ in $B_{(A, u)}^{l}$ with norm less than $\kappa_{0}$ define

$$
\widehat{A}_{\zeta}=A+\zeta+\rho(s)\left(\mathrm{E}_{\tau(0, \theta)}\left(A_{s, \theta}, \zeta_{s, \theta}\right)-\zeta_{s, \theta}\right), \quad u_{\nu}(s, \theta)=\mathrm{e}_{\tau(s, \theta)}(\nu(s, \theta))
$$

where $A_{s, \theta}, \zeta_{s, \theta}$ are the restrictions of $A, \zeta$ to $\{(s, \theta)\} \times \Sigma$. With a slight abuse of notation, $\rho$ in the definition of $\widehat{A}_{\zeta}$ denotes the induced function $X \rightarrow[0,1]$ which vanishes outside of $[-2,0] \times \mathbf{R} \times \Sigma$ and equals $\rho(s)$ for $(s, \theta, x) \in[-2,0] \times \mathbf{R} \times \Sigma$. Then $\widehat{A}_{\zeta}$ is respectively asymptotic to the connections

$$
\widehat{B}_{b}:=B+b+\rho(s)\left(\mathrm{E}_{1}(B(s), b(s))-b(s)\right), \quad \widehat{B}_{b^{\prime}}^{\prime}:=B^{\prime}+b^{\prime}+\rho(s)\left(\mathrm{E}_{-1}\left(B^{\prime}(s), b^{\prime}(s)\right)-b^{\prime}(s)\right),
$$

as $\theta \rightarrow \infty$ and $-\infty$. Here $B(s)$ and $b(s)$ are the restrictions of $B$ and $b$ to $\{s\} \times \Sigma \subset Y$, and $B^{\prime}(s)$ and $b^{\prime}(s)$ are defined similarly. The map $\rho$ is interpreted as a function on $Y$ and $Y^{\prime}$ by composing the function $\rho: X \rightarrow[0,1]$ with the inclusion of $Y$ and $Y^{\prime}$ as $Y \times\{2\}$ and $Y^{\prime} \times\{-2\}$ in $X$.

The connections $\widehat{B}_{b}$ and $\widehat{B}_{b^{\prime}}^{\prime}$ do not necessarily represent elements of $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$. We fix this issue by modifying $A_{\zeta}^{0}$ as

$$
A_{\zeta}:=\widehat{A}_{\zeta}+\varphi_{+} \cdot\left(B_{b}-\widehat{B}_{b}\right)+\varphi_{-} \cdot\left(B_{b^{\prime}}^{\prime}-\widehat{B}_{b^{\prime}}^{\prime}\right) .
$$

Here $\varphi_{+}: X \rightarrow \mathbf{R}$ (resp. $\varphi_{-}: X \rightarrow \mathbf{R}$ ) is a fixed cutoff function which is equal to 1 on $Y \times[3, \infty)$ (resp. $\left.Y^{\prime} \times(-\infty,-3]\right)$ and 0 on the complement of $Y \times(2, \infty)$ (resp. $Y^{\prime} \times(-\infty,-2)$ ). Given $\left(\mathfrak{g}, \mathfrak{g}^{\prime}\right) \in \mathcal{G}(E) \times \mathcal{G}\left(E^{\prime}\right)$, we define

$$
A_{\zeta, \mathfrak{g}, \mathfrak{g}^{\prime}}:=A_{\zeta}-\varphi_{+} \cdot\left(\nabla_{\left.B_{b} \mathfrak{g}\right)} \mathfrak{g} \mathfrak{g}^{-1}-\varphi_{-} \cdot\left(\nabla_{\left.B_{b^{\prime}}^{\prime} \mathfrak{g}^{\prime}\right) \mathfrak{g}^{\prime-1}}\right.\right.
$$

The connection $A_{\zeta, \mathfrak{g}, \mathfrak{g}^{\prime}}$ is asymptotic to $\mathfrak{g}^{*} B_{b}$ and $\mathfrak{g}^{\prime *} B_{b^{\prime}}^{\prime}$ as $\theta \rightarrow \infty$ and $\theta \rightarrow-\infty$. We define a map $P$ from the product of the ball of radius $\kappa_{0}$ centered at the origin in $B_{(A, u)}^{l}$ and $\mathcal{G}(E) \times \mathcal{G}\left(E^{\prime}\right)$ to $\mathbf{A}(\alpha, \beta)$ by mapping $\left(\zeta, \nu, \mathfrak{g}, \mathfrak{g}^{\prime}\right)$ to $P\left(\zeta, \nu, \mathfrak{g}, \mathfrak{g}^{\prime}\right):=\left(A_{\zeta, \mathfrak{g}, \mathfrak{g}^{\prime}}, u_{\nu}\right)$. The map $P$ gives a chart for a neighborhood of $(A, u)$ in $\mathbf{A}(\alpha, \beta)$. By a slight abuse of notation, $P(\zeta, \nu)$ in what follows denotes $P(\zeta, \nu, 1,1)$. It is a straightforward (but daunting) task to check that the transition maps associated to these charts for different $(A, u)$ in $\mathbf{A}(\alpha, \beta)$ are smooth.

The above discussion can be modified using Coulomb gauge fixing condition to define a chart for the configuration space $\mathbf{B}(\alpha, \beta)$, which is obtained from $\mathbf{A}(\alpha, \beta)$ by taking the quotient with respect to the action of the gauge group $\mathcal{G}(V)$. The following proposition is a consequence of Coulomb gauge fixing for the action of $\mathcal{G}(V)$ on $\mathbf{A}(\alpha, \beta)$.

Proposition 4.6. For any $(A, u) \in \mathbf{A}(\alpha, \beta)$, there is a constant $\kappa_{0}$ such that the following holds. Let $\mathfrak{U}_{\kappa_{0}}$ denote the space of $(\zeta, \nu) \in B_{(A, u)}^{l}$ such that $|(\zeta, \nu)|_{B_{(A, u)}^{l}}<\kappa_{0}$ and

$$
\begin{equation*}
\left.* \zeta\right|_{U_{\partial} \times \Sigma}=0, \quad d_{A}^{*} \zeta=0 . \tag{4.7}
\end{equation*}
$$

## Then the map

$$
(g,(\zeta, \nu)) \in \mathcal{G}(V) \times \mathfrak{U}_{\kappa_{0}} \rightarrow g^{*} P(\zeta, \nu)
$$

gives a diffeomorphism onto a neighborhood of $(A, u)$ in $\mathbf{A}(\alpha, \beta)$.

This proposition together with a standard argument can be used to show that $\mathbf{B}(\alpha, \beta)$ is a Banach manifold modeled on the closed subspace of $B_{(A, u)}^{l}$ consisting of the elements which satisfy (4.7). Recall that $E_{(A, u)}^{l}$ is the subspace of $B_{(A, u)}^{l}$ given by elements which satisfy the first identity in (4.7), and we equip this space with the Banach space structure using the norm in (4.5). Thus, the above proposition implies that a neighborhood of $[A, u]$ in $\mathbf{B}(\alpha, \beta)$ can be parametrized by the kernel of $d_{A}^{*}$ acting on $E_{(A, u)}^{l}$. To complete the proof of Proposition 3.10 , we need to show that the operator $d_{A}^{*}$ is surjective. To see this note that if $\xi$ is in the $L^{2}$-orthogonal of the image of $d_{A}^{*}$, then $\xi$ is in the kernel of $d_{A}$. Since $A$ is irreducible, $\xi$ has to be zero, which verifies the claim.

### 4.2 Fredholm property of the mixed operator

In this subsection, we study the Fredholm properties of the mixed operator $\mathcal{D}_{(A, u)}$. As it is mentioned in Section 3, the domain of $\mathcal{D}_{(A, u)}$ is $E_{(A, u)}^{l}$ (equipped with the norm in (4.5)) and its target is given by

$$
\begin{equation*}
L_{l-1, \delta}^{2}\left(X,\left(\Lambda^{+} \oplus \Lambda^{0}\right) \otimes V\right) \oplus L_{l-1, \delta}^{2}\left(U_{+}, u^{*} T \mathcal{M}(\Sigma, F)\right) \tag{4.8}
\end{equation*}
$$

For our purposes, it is useful to consider another operator $\mathcal{D}_{(A, u)}^{*}$. The following definition is the counterpart of Definition 3.9, and it provides a function space which serves as the domain of $\mathcal{D}_{(A, u)}^{*}$.

Definition 4.9. Let $(A, u) \in \mathbf{A}(\alpha, \beta)$ be a mixed pair which is asymptotic to $(B, q)$ and $\left(B^{\prime}, q^{\prime}\right)$ on the mixed ends associated to $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$. For any positive integer $k$, define $K_{(A, u)}^{k}$ as the space of all

$$
(\mu, \xi, z) \in L_{k, l o c}^{2}\left(X,\left(\Lambda^{+} \oplus \Lambda^{0}\right) \otimes V\right) \oplus L_{k, l o c}^{2}\left(U_{+}, u^{*} T \mathcal{M}(\Sigma, F)\right)
$$

such that
(i) $\left.(\mu, \xi)\right|_{(-\infty,-3] \times Y_{\#}}$ and $\left.z\right|_{[3, \infty) \times[-1,1]}$ have finite $L_{k}^{2}$ norms.
(ii) The restrictions of $(\mu, \xi)$ to $[2, \infty) \times Y$ and $(-\infty,-2] \times Y^{\prime}$ and the restrictions of $z$ to $[0,2] \times[2, \infty)$ and $[0,2] \times(-\infty,-2]$ have finite $L_{k, \delta}^{2}$ norms.
(iii) The restriction of $\mu$ to $U_{\partial} \times \Sigma$ has the form $\frac{1}{2} d \theta \wedge c$, where $c$ is a section of $\Lambda^{1} \Sigma \otimes F$ over $U_{\partial} \times \Sigma$. Moreover, if $c_{\theta}$ denotes the restriction of $c$ to $\{(0, \theta)\} \times \Sigma \subset X$, then $d_{A_{\theta}} c_{\theta}=0$ and $z(0, \theta)$ is equal to the element of $T_{u(0, \theta)} \mathcal{M}(\Sigma, F)$ represented by $c_{\theta}$.
(iv) The $(0,1)$-form $z d \theta+J_{s, \theta} z d s$ maps $T \eta_{+}$to $u^{*} T L(Y, E)$ and $T \eta_{+}^{\prime}$ to $u^{*} T L\left(Y^{\prime}, E^{\prime}\right)$.

The norm on $K_{(A, u)}^{k}$ is given by the weighted Sobolev norm $L_{k, \delta}^{2}$.

For $(\mu, \xi, z) \in K_{(A, u)}^{l}$, define

$$
\begin{equation*}
\mathcal{D}_{(A, u)}^{*}(\mu, \xi, z):=\left(\mathcal{D}_{A}^{*}(\mu, \xi), \mathcal{D}_{u}^{*}(z)\right), \tag{4.10}
\end{equation*}
$$

where $\mathcal{D}_{A}^{*}$ and $\mathcal{D}_{u}^{*}$ are formal adjoints of the ASD operator and the Cauchy-Riemann operator. Thus, these are the unique operators satisfying

$$
\begin{equation*}
\int_{X}\left\langle\zeta, \mathcal{D}_{A}^{*}(\mu, \xi)\right\rangle=\int_{X}\left\langle\mathcal{D}_{A}(\zeta),(\mu, \xi)\right\rangle, \quad \int_{U_{+}}\left\langle\nu, \mathcal{D}_{u}^{*}(z)\right\rangle=\int_{U_{+}}\left\langle\mathcal{D}_{u}(\nu), z\right\rangle \tag{4.11}
\end{equation*}
$$

for any $\xi, \zeta, \mu$, which are respectively smooth sections of $V, \Lambda^{1} \otimes V, \Lambda^{+} \otimes V$ compactly supported in the interior of $X$, and any $\nu, z$, which are smooth sections of $u^{*} T \mathcal{M}(\Sigma, F)$ compactly supported in the interior of $U_{+}$. To be more specific, the $L^{2}$ pairing for the second term in (4.11) is defined using the metric

$$
\int_{U_{+}}\left\langle\nu, \nu^{\prime}\right\rangle:=\int_{U_{+}} \Omega\left(\nu, J_{s, \theta} \nu^{\prime}\right) d s \wedge d \theta
$$

where $\nu$ and $\nu^{\prime}$ are sections of $u^{*} T \mathcal{M}(\Sigma, F)$. We have

$$
\mathcal{D}_{A}^{*}(\mu, \zeta)=d_{A} \xi+d_{A}^{*} \mu+\operatorname{Hess}_{A_{t}} h\left(*_{3} \mu_{t}\right)+\operatorname{Hess}_{A_{t}^{\prime}}^{\prime} h^{\prime}\left(*_{3} \mu_{t}^{\prime}\right),
$$

with $\mu_{t}, \mu_{t}^{\prime}$ being the restrictions of $\mu$ to $\{t\} \times Y_{0},\{t\} \times-Y_{0}^{\prime}$. Using this notation, we may write the self-dual 2-form $\mu$ on $\mathbf{R} \times Y_{0}$ and $\mathbf{R} \times-Y_{0}^{\prime}$ as $\mu_{t}-*_{3} \mu_{t} \wedge d t$ and $\mu_{t}^{\prime}-*_{3} \mu_{t}^{\prime} \wedge d t$. The target of the operator $\mathcal{D}_{(A, u)}^{*}$ is $L_{l-1, \delta}^{2}\left(X, \Lambda^{1} \otimes V\right) \oplus L_{l-1, \delta}^{2}\left(U_{+}, u^{*} T \mathcal{M}(\Sigma, F)\right)$ where our convention for the weighted Sobolev space $L_{l-1, \delta}^{2}$ is fixed in Definition 3.8. Proposition 3.18 is a consequence of the following theorem.

Theorem 4.12. There is $\delta_{0}$ such that the following holds. For $\delta<\delta_{0}$, suppose $\mathbf{A}(\alpha, \beta)$ is defined using $\delta$ and $[A, u]$ is a smooth element of $\mathbf{A}(\alpha, \beta)$ that satisfies property (iii) of Theorem 3.6 for $\delta_{0}$. Then the operators $\mathcal{D}_{(A, u)}$ and $\mathcal{D}_{(A, u)}^{*}$ are Fredholm. Furthermore, the cokernel (resp. the kernel) of $\mathcal{D}_{(A, u)}^{*}$ can be identified with the kernel (resp. the cokernel) of $\mathcal{D}_{(A, u)}$. In particular, $\operatorname{index}\left(\mathcal{D}_{(A, u)}\right)=-\operatorname{index}\left(\mathcal{D}_{(A, u)}^{*}\right)$.

In order to fix the constant $\delta_{0}$ in Theorem 4.12, we need to look more closely at the mixed operator on the mixed ends. This will be addressed in Subsection 4.2.1, where we also review some of the results of [DFL] relevant to the Fredholm property of mixed operators. We will come back to the proof of Theorem 4.12 in Subsection 4.2.2.

### 4.2.1 Mixed cylinders and mixed operators

Suppose $(Y, E)$ is as in the previous sections and $I$ is a Riemannian connected 1-dimensional manifold. Thus, $I$ is either an open interval in $\mathbf{R}$ or $S^{1}$ with a fixed length. The cylinder quintuple associated to $I$ is given as

$$
\mathfrak{c}_{I}:=(I \times Y, E \times I,[0,2] \times I, \mathcal{M}(\Sigma, F), L(Y, E)) .
$$

We fix the product metric on $I \times Y$ and a family of almost complex structures $\left\{J_{s}\right\}_{s \in[0,2]}$ on $\mathcal{M}(\Sigma, F)$ such that $J_{s}=J_{*}$ for $s<1$. This family induces a family of almost complex structures parametrized by $[0,2] \times I$, which is constant with respect to the second component. For instance, the restriction of a mixed
pair for the special quintuple to the mixed end associated to $Y$ determines a mixed pair for the cylinder quintuples $\mathfrak{c}_{(2, \infty)}$.

As in the case of special quintuples, we may associate a mixed operator $\mathcal{D}_{(A, u)}$ to any mixed pair $(A, u)$ on the cylinder quintuple $\mathfrak{c}_{I}$. The domain $E_{(A, u)}^{k}(I)$ of this operator consists of

$$
\begin{equation*}
\zeta \in L_{k, l o c}^{2}\left(I \times Y, \Lambda^{1} \otimes E\right), \quad \nu \in L_{k, l o c}^{2}\left([0,2] \times I, u^{*} T \mathcal{M}(\Sigma, F)\right), \tag{4.13}
\end{equation*}
$$

such that $\left.* \zeta\right|_{\Sigma \times I}=0$, and for any $\theta \in I$, we have

$$
\begin{equation*}
\nu(2, \theta) \in T_{u(2, \theta)} L(Y, E),\left.\quad d_{A} \zeta\right|_{\Sigma \times\{(0, \theta)\}}=0, \quad\left[\left.\zeta\right|_{\Sigma \times\{(0, \theta)\}}\right]=\nu(0, \theta) \tag{4.14}
\end{equation*}
$$

In the case that $I$ is an infinite interval, we demand that an element $(\zeta, \nu) \in E_{(A, u)}^{k}(I)$ has a finite weighted Sobolev norm with respect to the weight $e^{\delta \tau}$. Here $\delta$ is a real number, and $\tau: I \times Y \sqcup[0,2] \times I \rightarrow \mathbf{R}$, is the projection map to $I$. For any $(\zeta, \nu) \in E_{(A, u)}^{k}(I)$, we have

$$
\mathcal{D}_{(A, u)}(\zeta, \nu)=\left(d_{A}^{*} \zeta, d_{A}^{+} \zeta+\left(*_{3} \operatorname{Hess}_{A_{\theta}} h\left(\zeta_{\theta}\right)\right)^{+}, \mathcal{D}_{u} \nu\right)
$$

where the Cauchy-Riemann operator $\mathcal{D}_{u}$ is defined as in (2.34). The target of $\mathcal{D}_{(A, u)}$ is the space

$$
\begin{equation*}
L_{k-1, \delta}^{2}\left(I \times Y,\left(\Lambda^{0} \oplus \Lambda^{+}\right) \otimes E\right) \oplus L_{k-1, \delta}^{2}\left([0,2] \times I, u^{*} T \mathcal{M}(\Sigma, F)\right) \tag{4.15}
\end{equation*}
$$

where the wighted Sobolev space is defined again using the weight $e^{\delta \tau}$. Of course, if $I$ is a finite interval the weight does not play any role and we may replace the weighted Sobolev space $L_{k-1, \delta}^{2}$ with $L_{k-1}^{2}$.

There is a useful reparametrization of the target of $\mathcal{D}_{(A, u)}$ in the case of cylinder quintuples. Any section $\zeta$ of $\left(\Lambda^{0} \oplus \Lambda^{+}\right) \otimes E$ over $I \times Y$ has the form $\left(\varphi, \frac{1}{2}\left(d \theta \wedge b+*_{3} b\right)\right)$ where $b$ is a section of $\Lambda^{1}(Y) \otimes E$ over $I \times Y$. In particular, we may associate $b-\varphi d \theta$, a section of $\Lambda^{1} \otimes E$, to $\zeta$. This allows us to identify the target of $\mathcal{D}_{(A, u)}$ in (4.15) with

$$
\begin{equation*}
L_{k-1, \delta}^{2}\left(I \times Y, \Lambda^{1} \otimes E\right) \oplus L_{k-1, \delta}^{2}\left([0,2] \times I, u^{*} T \mathcal{M}(\Sigma, F)\right) . \tag{4.16}
\end{equation*}
$$

We will use this reparametrization of the target of $\mathcal{D}_{(A, u)}$ in the rest of this subsection.
Theorem 4.17. Suppose $I=(a, b), J=(c, d)$ are finite intervals with $a<c<d<b$. Suppose $(A, u)$ is a smooth mixed pair associated to the cylinder quintuple $\mathfrak{c}_{I}$.
(i) Suppose $k \geq 1$ is an integer, $(\zeta, \nu) \in E_{(A, u)}^{1}(I)$ and $\mathcal{D}_{(A, u)}(\zeta, \nu)$ is in $L_{k-1}^{2}$. Then $(\zeta, \nu) \in$ $E_{(A, u)}^{k}(J)$. There is also a constant $C$, independent of $(\zeta, \nu)$, such that

$$
\begin{equation*}
\|(\zeta, \nu)\|_{L_{k}^{2}(J)} \leq C\left(\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1}^{2}(I)}+\|(\zeta, \nu)\|_{L^{2}(I)}\right) . \tag{4.18}
\end{equation*}
$$

(ii) Suppose $\zeta \in L^{2}\left(I \times Y, \Lambda^{1} \otimes E\right)$ and $\nu \in L^{2}\left([0,2] \times I, u^{*} T \mathcal{M}(\Sigma, F)\right)$ satisfy

$$
\left|\left\langle(\zeta, \nu), \mathcal{D}_{(A, u)}\left(\zeta^{\prime}, \nu^{\prime}\right)\right\rangle\right| \leq \kappa\left\|\left(\zeta^{\prime}, \nu^{\prime}\right)\right\|_{L^{2}}
$$

for any smooth element $\left(\zeta^{\prime}, \nu^{\prime}\right)$ of $E_{(A, u)}^{1}(I)$ with compact support and for a fixed constant $\kappa$. Then $(\zeta, \nu) \in E_{(A, u)}^{1}(J)$.

Proof. This theorem in the absence of the perturbation term $\left(*_{3} \operatorname{Hess}_{A_{\theta}} h\left(\zeta_{\theta}\right)\right)^{+}$is proved in [DFL, Theorem 5]. This special case and the property of cylinder functions mentioned in part (iii) of Proposition 6.1 allows us to conclude the general case.

Remark 4.19. The mixed operators associated to special quintuples satisfy a uniform version of Theorem 4.17. To be more precise, suppose $\left(A_{i}, u_{i}\right)$ is a sequence of smooth mixed pairs associated to the cylinder quintuple $\mathfrak{c}_{I}$ that are $C^{\infty}$-convergent to $(A, u)$. Then there is a constant $C$ such that for any $i$ and any $(\zeta, \nu) \in E_{\left(A_{i}, u_{i}\right)}^{k}(I)$, we have

$$
\|(\zeta, \nu)\|_{L_{k}^{2}(J)} \leq C\left(\left\|\mathcal{D}_{\left(A_{i}, u_{i}\right)}(\zeta, \nu)\right\|_{L_{k-1}^{2}(I)}+\|(\zeta, \nu)\|_{L^{2}(I)}\right) .
$$

As in Theorem 4.17, this is again a consequence of the results of [DFL] and Proposition 6.1. (See [DFL, Remarks 5.73 and 5.76].)

The required result from [DFL] in the proof of Theorem 4.17 uses a description of the mixed operator in terms of a dimensionally reduced mixed operator. First we review this description in a simpler case. Any $q \in L(Y, E)$ determines a mixed pair associated to the cylinder quintuple $\mathfrak{c}_{I}$. Suppose $B_{q}$ is a connection on $E$ that represents $q$, and its restriction to the boundary is $\alpha_{q}$. Let $A_{q}$ be the pullback of $B_{q}$ to $I \times Y$ and $u_{q}:[0,2] \times I \rightarrow \mathcal{M}(\Sigma, F)$ be the constant map to $q$. The pair $\left(A_{q}, u_{q}\right)$ defines a mixed pair for the cylinder quintuple $\mathfrak{c}_{I}$, which can be regarded as the counterpart of constant pairs for special quintuples. In fact, the restriction of a constant pair to the mixed end associated to $Y$ determines an element of the form $\left(A_{q}, u_{q}\right)$ for the interval $I=(2, \infty)$. For any

$$
\begin{equation*}
(\varphi, b, \nu) \in \Omega^{0}(Y, E) \oplus \Omega^{1}(Y, E) \oplus \Omega^{0}\left([0,1], T_{q} \mathcal{M}(\Sigma, F)\right) \tag{4.20}
\end{equation*}
$$

define

$$
\mathfrak{D}_{q}(\varphi, b, \nu)=\left(d_{B_{q}}^{*} b,-*_{3} d_{B_{q}} b+\operatorname{Hess}_{B_{q}} h(b)+d_{B_{q}} \varphi, J_{s} \frac{d \nu}{d s}\right),
$$

which is again an element of $\Omega^{0}(Y, E) \oplus \Omega^{1}(Y, E) \oplus \Omega^{0}\left([0,1], T_{q} \mathcal{M}(\Sigma, F)\right)$. Then we have

$$
\mathcal{D}_{\left(A_{q}, u_{q}\right)}=\frac{d}{d \theta}-\mathfrak{D}_{q} .
$$

Here we again use the identification of a 1-form on $I \times Y$ with a map from $I$ to the space of sections of $\Lambda^{0} \oplus \Lambda^{1}$ on $Y$.

Proposition 4.21. There is a positive constant $\delta_{0}$ such that if $0<\delta<\delta_{0}$ or $-\delta_{0}<\delta<0$, then the operator

$$
\mathcal{D}_{\left(A_{q}, u_{q}\right)}: E_{\left(A_{q}, u_{q}\right)}^{1}(\mathbf{R}) \rightarrow L_{\delta}^{2}\left(\mathbf{R} \times Y, \Lambda^{1} \otimes E\right) \oplus L_{\delta}^{2}\left([0,2] \times \mathbf{R}, u^{*} T \mathcal{M}(\Sigma, F)\right)
$$

is an isomorphism. Moreover, there is $C$ such that for any $(\zeta, \nu) \in E_{\left(A_{q}, u_{q}\right)}^{1}(\mathbf{R})$, we have

$$
C^{-1}\|(\zeta, \nu)\|_{L_{1, \delta}^{2}} \leq\left\|\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\zeta, \nu)\right\|_{L_{\delta}^{2}} \leq C\|(\zeta, \nu)\|_{L_{1, \delta}^{2}} .
$$

Proof. Suppose $\mathcal{H}_{q}$ is the completion of the space of $(\varphi, b, \nu)$ as in (4.20) with respect to the $L^{2}$ norm

$$
\begin{equation*}
\left\langle\left(\varphi_{0}, b_{0}, \nu_{0}\right),\left(\varphi_{1}, b_{1}, \nu_{1}\right)\right\rangle_{L^{2}}:=\int_{Y} \operatorname{tr}\left(\varphi_{0} \wedge * \varphi_{1}+b_{0} \wedge * b_{1}\right)+\int_{0}^{1} \Omega\left(\nu_{0}(s), J_{s} \nu_{1}(s)\right) d s \tag{4.22}
\end{equation*}
$$

Let $\mathcal{W}_{q}$ denote the $L_{1}^{2}$ completion of the space of all triples $(\varphi, b, \nu)$ as in (4.20) such that

$$
\begin{equation*}
\left.* b\right|_{\Sigma}=0,\left.\quad d_{\alpha_{q}} b\right|_{\Sigma}=0, \quad\left[\left.b\right|_{\Sigma}\right]=\nu(0), \quad \nu(1) \in T_{q} L(Y, E) \tag{4.23}
\end{equation*}
$$

Given a 1-parameter family $\left\{\left(\varphi_{\theta}, b_{\theta}\right)\right\}_{\theta \in \mathbf{R}}$, we may define a 1-form on $\mathbf{R} \times Y$ as $b_{\theta}-\varphi_{\theta} d \theta$. Using this identification, we have

$$
E_{\left(A_{q}, u_{q}\right)}^{1}(\mathbf{R})=L_{1, \delta}^{2}\left(\mathbf{R}, \mathcal{H}_{q}\right) \cap L_{\delta}^{2}\left(\mathbf{R}, \mathcal{W}_{q}\right)
$$

and

$$
L_{\delta}^{2}\left(\mathbf{R} \times Y, \Lambda^{1} \otimes E\right) \oplus L_{\delta}^{2}\left([0,2] \times \mathbf{R}, T_{q} \mathcal{M}(\Sigma, F)\right)=L_{\delta}^{2}\left(\mathbf{R}, \mathcal{H}_{q}\right) .
$$

It is shown in [DFL] that $\mathfrak{D}_{q}: \mathcal{H}_{q} \rightarrow \mathcal{H}_{q}$ is an (unbounded) self-adjoint Fredholm operator with domain $\mathcal{W}_{q}$ and a discrete spectrum that has a finite intersection with any finite interval. The kernel of $\mathfrak{D}_{q}$ can be identified with $T_{q} L(Y, E)$. Moreover, the operator $\mathcal{D}_{\left(A_{q}, u_{q}\right)}$ is invertible if and only if $\delta$ is not in the spectrum of $\mathfrak{D}_{q}$ (see [DFL, Proposition 5.79]). Thus, it suffices to show that

$$
\begin{equation*}
\delta_{0}:=\inf _{B_{q}}\left\{\delta_{q} \mid \delta_{q} \text { is the smallest magnitude of a non-zero eigenvalue of } \mathfrak{D}_{q}\right\}>0 \tag{4.24}
\end{equation*}
$$

Although $\mathfrak{D}_{q}$ is defined in terms of $B_{q}$, it essentially depends only on $q$, the gauge equivalence class of $B_{q}$ up to conjugation. In fact, the Hilbert spaces $\mathcal{H}_{q}$ and $\mathcal{W}_{q}$ define Hilbert space bundles $\mathbf{H}$ and $\mathbf{W}$ on $L(Y, E)$. (It is clear that $\mathbf{H}$ is locally trivial, and local trivializations of $\mathbf{W}$ is given by [DFL, Proposition 5.27].) Then $\left\{\mathfrak{D}_{q}\right\}_{q}$ define a smooth family of Fredholm operators from the fibers of $\mathbf{W}$ to the fibers of H. The claim in (4.24) follows because the dimension of the kernels of these operators is independent of $q$ and $L(Y, E)$ is compact.

Corollary 4.25. Suppose $\delta_{0}$ is as in Proposition 4.21 and $0<\delta<\delta_{0}$. Suppose

$$
\begin{equation*}
\zeta \in L_{1, l o c}^{2}\left(\mathbf{R} \times Y, \Lambda^{1} \otimes E\right), \quad \nu \in L_{1, l o c}^{2}\left([0,2] \times \mathbf{R}, T_{q} \mathcal{M}(\Sigma, F)\right), \tag{4.26}
\end{equation*}
$$

such that $\left.* \zeta\right|_{\Sigma \times \mathbf{R}}=0$, and the identities in (4.14) hold for any $\theta \in \mathbf{R}$ and the mixed pair $\left(A_{q}, u_{q}\right)$. Suppose also $(\zeta, \nu) \in L_{-\delta}^{2}$ and $\left(\zeta^{\prime}, \nu^{\prime}\right):=\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\zeta, \nu) \in L_{\delta}^{2}$, where $L_{-\delta}^{2}$ is the weighted Sobolev norm defined using the negative exponent $-\delta$. Then there is $\left(\zeta_{1}, \nu_{1}\right)$, which is the pullback of an element of the kernel of $\mathfrak{D}_{q}$, such that $\left(\zeta-\zeta_{1}, \nu-\nu_{1}\right)$ has finite $L_{1, \delta}^{2}$ norm.

Proof. Proposition 4.21 implies that there is $\left(\zeta_{0}, \nu_{0}\right) \in E_{\left(A_{q}, u_{q}\right)}^{1}(\mathbf{R})$ such that $\mathcal{D}_{\left(A_{q}, u_{q}\right)}\left(\zeta_{0}, \nu_{0}\right)=\left(\zeta^{\prime}, \nu^{\prime}\right)$. In particular, $\left(\zeta_{1}, \eta_{1}\right):=\left(\zeta-\zeta_{0}, \nu-\nu_{0}\right)$ belongs to the kernel of $\mathcal{D}_{\left(A_{q}, u_{q}\right)}$. Moreover, $e^{-|\theta| \delta}\left(\zeta_{1}, \eta_{1}\right)$ has a finite $L^{2}$ norm. There is a complete eigenspace decomposition $\left\{f_{i}\right\}_{i}$ associated to the operator $\mathfrak{D}_{q}$ which provides an orthonormal basis for $\mathcal{H}$. Using this eigenspace decomposition, we have

$$
\begin{equation*}
\left(\zeta_{1}, \nu_{1}\right)=\sum_{i} c_{i} e^{\lambda_{i} \theta} f_{i} \tag{4.27}
\end{equation*}
$$

where $\lambda_{i}$ is the eigenvalue of $f_{i}$ and $c_{i} \in \mathbf{R}$. Our assumption on $e^{-|\theta| \delta}\left(\zeta_{1}, \eta_{1}\right)$ implies that $c_{i}=0$ unless $\lambda_{i}=0$. This gives the claim.

In fact, we shall need a generalization of Corollary 4.25 where $\left(A_{q}, u_{q}\right)$ is replaced with a more general mixed pair $(A, u)$.

Corollary 4.28. Suppose $\delta_{0}$ is as in Proposition 4.21 and $0<\delta<\delta_{0}$. For $q \in L(Y, E)$, suppose $(A, u)$ is a smooth mixed pair for the cylinder quintuple $\mathfrak{c}_{(0, \infty)}$ such that $A-A_{q} \in L_{l, \delta}^{2}$, u converges to $q$ as $\theta \rightarrow \infty$ and du is in $L_{l-1, \delta}^{2}$. Suppose

$$
\begin{equation*}
\zeta \in L_{1, l o c}^{2}\left((0, \infty) \times Y, \Lambda^{1} \otimes E\right), \quad \nu \in L_{1, l o c}^{2}\left([0,2] \times(0, \infty), u^{*} T \mathcal{M}(\Sigma, F)\right), \tag{4.29}
\end{equation*}
$$

such that $\left.* \zeta\right|_{\Sigma \times(0, \infty)}=0$, and the identities in (4.14) hold for the mixed pair $(A, u)$ and any $\theta \in(0, \infty)$. Suppose also $(\zeta, \nu) \in L_{1,-\delta}^{2}$ and $\left(\zeta^{\prime}, \nu^{\prime}\right):=\mathcal{D}_{(A, u)}(\zeta, \nu) \in L_{\delta}^{2}$. Then there is $\left(\zeta_{1}, \nu_{1}\right)$, which is the pullback of an element of the kernel of $\mathfrak{D}_{q}$, such that $\left(\zeta-\zeta_{1}, \nu-\nu_{1}\right) \in E_{(A, u)}^{1}((0, \infty))$.

Proof. Suppose $\left(B_{\theta}, u_{\theta}\right)$ denotes the restriction of $A, u$ to $\{\theta\} \times Y$ and $[0,2] \times\{\theta\}$. Analogous to $\mathcal{H}_{q}$ and $\mathcal{W}_{q}$ in the proof of Proposition 4.21, we may use $\left(B_{\theta}, u_{\theta}\right)$ to define the completions $\mathcal{H}_{\theta}$ and and $\mathcal{W}_{\theta}$ of

$$
\Omega^{0}(Y, E) \oplus \Omega^{1}(Y, E) \oplus \Omega^{0}\left([0,1], u_{\theta}^{*} T \mathcal{M}(\Sigma, F)\right)
$$

We may use local trivializations of the Hermitian bundles $\left(T \mathcal{M}(\Sigma, F), \Omega, J_{s}\right)$ in a neighborhood of $q$, to identity $\mathcal{H}_{\theta}$ and $\mathcal{H}_{q}$ in the obvious way. This allows us to $\operatorname{drop} \theta$ from our notation for $\mathcal{H}_{\theta}$, and denote it by $\mathcal{H}$.

To prove the claim, it suffices to show that there is $\left(\zeta_{1}, \nu_{1}\right)$ as above such that for some $T_{0}>0$ the restriction of $\left(\zeta-\zeta_{1}, \nu-\nu_{1}\right)$ to $\left(T_{0}, \infty\right) \times Y$ and $[0,2] \times\left(T_{0}, \infty\right)$ is in $L_{1, \delta}^{2}$. In particular, by taking $T_{0}$ large enough, we may assume that $\left(B_{\theta}, u_{\theta}\right)$ is in a neighborhood of $\left(B_{q}, u_{q}\right)$ such that we can apply [DFL, Proposition 5.27] and show that there are isomorphisms

$$
Q_{\theta}: \mathcal{H} \rightarrow \mathcal{H}
$$

such that $Q_{\theta}$ maps $\mathcal{W}_{q}$ to $\mathcal{W}_{\theta}$. Moreover, $Q_{\theta}$ maps the subspace of $L_{k}^{2}$ elements of $\mathcal{H}_{\theta}$ isomorphically onto the subspace of $L_{k}^{2}$ elements of $\mathcal{H}_{q}$, and satisfies

$$
\begin{equation*}
C_{k}^{-1}\|(\varphi, b, \nu)\|_{L_{k}^{2}} \leq\left\|Q_{\theta}(\varphi, b, \nu)\right\|_{L_{k}^{2}} \leq C\|(\varphi, b, \nu)\|_{L_{k}^{2}} \tag{4.30}
\end{equation*}
$$

for a constant $C_{k}$ independent of $\theta$ and for any $(\varphi, b, \nu)$. In fact, the operator norm of $Q_{\theta}-\mathrm{Id}$ with respect to the $L_{k}^{2}$ norm is bounded by $C_{k} e^{-\delta \theta}$. The map $\theta \rightarrow Q_{\theta}$ as a map from $\left(T_{0}, \infty\right)$ to the space $B(\mathcal{H})$ of bounded operators of $\mathcal{H}$ is smooth and its derivatives satisfy the analogue of (4.30). In particular, the operators $Q_{\theta}$ can be put together to define

$$
\begin{align*}
& \mathbf{Q}: L_{k, l o c}^{2}\left(\left(T_{0}, \infty\right) \times Y, \Lambda^{1} \otimes E\right) \oplus L_{k, l o c}^{2}\left([0,2] \times\left(T_{0}, \infty\right), T_{q} \mathcal{M}(\Sigma, F)\right) \rightarrow \\
& \rightarrow L_{k, l o c}^{2}\left(\left(T_{0}, \infty\right) \times Y, \Lambda^{1} \otimes E\right) \oplus L_{k, l o c}^{2}\left([0,2] \times\left(T_{0}, \infty\right), u^{*} T \mathcal{M}(\Sigma, F)\right) \tag{4.31}
\end{align*}
$$

for any $k$ [DFL, Lemma 5.67].
The operator $\mathbf{Q}$ maps the domain and the target of $\mathcal{D}_{\left(A_{q}, u_{q}\right)}$ respectively to the the domain and the target of $\mathcal{D}_{(A, u)}$, and we have

$$
\begin{equation*}
\mathbf{Q}^{-1} \circ \mathcal{D}_{(A, u)} \circ \mathbf{Q}=\frac{d}{d \theta}-\mathfrak{D}_{q}-S_{\theta} \tag{4.32}
\end{equation*}
$$

where $S_{\theta}: \mathcal{W}_{q} \rightarrow \mathcal{H}_{q}$ is a bounded linear operator whose norm is bounded by $C e^{-\delta \theta}$.
Using (4.32), we may write

$$
\mathcal{D}_{\left(A_{q}, u_{q}\right)}\left(\mathbf{Q}^{-1}(\zeta, \nu)\right)=\mathbf{Q}^{-1}\left(\zeta^{\prime}, \nu^{\prime}\right)+\mathbf{S Q}^{-1}(\zeta, \nu) .
$$

where $\mathbf{S}$ is defined using the operators $S_{\theta}$. By assumption the first term on the left hand side has a finite $L_{\delta}^{2}$ norm and the second term has a finite $L^{2}$ norm. Using a cutoff function $\rho:\left(T_{0}, \infty\right) \rightarrow \mathbf{R}$ which vanishes for $\theta<T_{0}+\frac{1}{2}$ and is equal to 1 for $\theta>T_{0}+1$, we may extend $\mathbf{Q}(\zeta, \nu)$ to

$$
(\widetilde{\zeta}, \widetilde{\nu}) \in L_{1, l o c}^{2}\left(\mathbf{R} \times Y, \Lambda^{1} \otimes E\right) \oplus L_{1, l o c}^{2}\left([0,2] \times \mathbf{R}, T_{q} \mathcal{M}(\Sigma, F)\right),
$$

such that $\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widetilde{\zeta}, \widetilde{\nu})$ has a finite $L_{-\delta / 2}^{2}$ norm. (In fact, $L_{-\delta / 2}^{2}$ can be replaced with $L^{2}$.) By applying the argument in the proof of Corollary 4.25 , we may conclude that $(\widetilde{\zeta}, \widetilde{\nu})$ has finite $L_{1,-\delta / 2}^{2}$ norm. Thus, the same claim holds for $(\zeta, \nu)$. By iterating the same argument, we can show that now that $\mathcal{D}_{\left(A_{q}, u_{q}\right)}\left(\mathbf{Q}^{-1}(\zeta, \nu)\right)$ has a finite $L_{\delta / 2}^{2}$ norm. Using Corollary 4.25 again we may conclude that there is $\left(\zeta_{1}, \nu_{1}\right)$, which is the pullback of an element of the kernel of $\mathfrak{D}_{q}$, such that $\mathbf{Q}^{-1}(\zeta, \nu)-\left(\zeta_{1}, \nu_{1}\right)$ has finite $L_{\delta / 2}^{2}$ norm. Iterating this argument once more, we conclude that $\mathbf{Q}^{-1}(\zeta, \nu)-\left(\zeta_{1}, \nu_{1}\right)$ has finite $L_{\delta}^{2}$ norm. Our assumption on $\mathbf{Q}$ implies that $(\zeta, \nu)-\left(\zeta_{1}, \nu_{1}\right)$ also has finite $L_{\delta}^{2}$ norm.

Remark 4.33. The analogues of the results of this subsection hold for the adjoint of the mixed operator. In fact, the adjoint of the mixed operator for cylinder quintuples have a similar form as the mixed operator (see [DFL, Section 5] for more details), and the results of this section would immediately imply the corresponding results for the adjoint of the mixed operator.

### 4.2.2 Proof of Theorem 4.12

In this subsection, we prove Theorem 4.12 on Fredholmness of mixed operators associated to the special quintuple where $\delta_{0}$ is given by Proposition 4.21. Suppose $(A, u)$ is a smooth mixed operator that satisfies the assumption of Theorem 4.12. Let also $X_{T}$ denote the compact subspace of $X$ given as the complement of the subspaces $(T, \infty) \times Y,(-\infty,-T) \times Y^{\prime}$ and $(-\infty,-T) \times Y_{\#}$ in $X$. Similarly, let $U_{T}$ be the compact subspace of $U_{+}$given as the complement of $[0,2] \times(T, \infty),[0,2] \times(-\infty,-T)$ and $(T, \infty) \times[-1,1]$.

Lemma 4.34. For $(A, u)$ as above and any $k \geq 1$, there are constants $C$ and $T_{0}$ such that the following holds. Suppose $(\zeta, \nu) \in E_{(A, u)}^{1}$ and $\mathcal{D}_{(A, u)}(\zeta, \nu) \in L_{k-1, \delta}^{2}$. Then $(\zeta, \nu) \in E_{(A, u)}^{k}$, and we have

$$
\begin{equation*}
\|(\zeta, \nu)\|_{E_{(A, u)}^{k}} \leq C\left(\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, \delta}^{2}}+\|\zeta\|_{L^{2}\left(X_{T_{0}}\right)}+\|\nu\|_{L^{2}\left(U_{T_{0}}\right)}+|s|+\left|s^{\prime}\right|\right) \tag{4.35}
\end{equation*}
$$

A similar result holds for $\mathcal{D}_{(A, u)}^{*}$.
Proof. Theorem 4.17 and standard regularity results about the linearized ASD and CR equations imply that $(\zeta, \nu) \in L_{k, l o c}^{2}$. Moreover, for any $T_{0}>1$, there is $C$ such that

$$
\begin{equation*}
\|\zeta\|_{L_{k}^{2}\left(X_{T_{0}+1}\right)}+\|\nu\|_{L_{k}^{2}\left(U_{T_{0}+1}\right)} \leq C\left(\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, \delta}^{2}}+\|\zeta\|_{L^{2}\left(X_{T_{0}+2}\right)}+\|\nu\|_{L^{2}\left(U_{T_{0}+2}\right)}\right) . \tag{4.36}
\end{equation*}
$$

Next, we obtain control over the decay of $(\zeta, \nu)$ on the mixed end associated to $Y$. Suppose $(A, u)$ is asymptotic to $\left(B_{q}, q\right)$ on this mixed end for $q \in L(Y, E)$. We use a similar construction as in the proof of Corollary 4.28. Suppose $\left(B_{\theta}, u_{\theta}\right), \mathcal{H}$ and $\mathcal{W}_{\theta}$ are as in there, and for any $\theta \in\left(T_{0}, \infty\right)$, let the isomorphism $Q_{\theta}: \mathcal{H} \rightarrow \mathcal{H}$ be given by [DFL, Proposition 5.27]. Suppose $\mathbf{Q}$ is obtained from $Q_{\theta}$ analogous to (4.31). Let $(\widehat{\zeta}, \widehat{\nu})$ be the result of applying $\mathbf{Q}^{-1}$ to the restriction of $(\zeta, \nu)$ to $\left(T_{0}, \infty\right) \times Y$ and $[0,2] \times\left(T_{0}, \infty\right)$. We have

$$
\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widehat{\zeta}, \widehat{\nu})=\mathbf{Q}^{-1} \mathcal{D}_{(A, u)}(\zeta, \nu)+\mathbf{S Q}^{-1}(\zeta, \nu)
$$

where $\mathcal{D}_{\left(A_{q}, u_{q}\right)}$ is the mixed operator associated to the pullback of $\left(B_{q}, q\right)$ on the cylinder quintuple, and $\mathbf{S}$ is given by a family of operators $S_{\theta}$ defined as in (4.32). In particular, for a given positive constant $\varepsilon$, we may assume that $T_{0}$ is chosen such that

$$
\begin{equation*}
\left\|\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widehat{\zeta}, \widehat{\nu})\right\|_{L_{k-1, \delta}^{2}\left(T_{0}, \infty\right)} \leq C_{0}\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, \delta}^{2}\left(T_{0}, \infty\right)}+\varepsilon\|(\zeta, \nu)\|_{E_{(A, u)}^{k}\left(T_{0}, \infty\right)}, \tag{4.37}
\end{equation*}
$$

where $C$ is a constant independent of $(\zeta, \nu)$. Here $\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, \delta}^{2}\left(T_{0}, \infty\right)}$ denotes the $L_{k, \delta}^{2}$ norm of the restriction of $\mathcal{D}_{(A, u)}(\zeta, \nu)$ to $\left(T_{0}, \infty\right) \times Y$.

Suppose $(\zeta, \nu)$ is asymptotic to $(b, s)$ on the mixed end associated to $Y$. Theorem 4.17 for the pair $\left(A_{q}, u_{q}\right)$ implies that there is a constant $C$ such that for any $T$, we have

$$
\begin{aligned}
& \left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L_{k}^{2}(T-1, T+1)} \leq \\
& \quad C\left(\left\|\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widehat{\zeta}, \widehat{\nu})\right\|_{L_{k-1}^{2}(T-2, T+2)}+\left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L^{2}(T-2, T+2)}\right)
\end{aligned}
$$

A weighted sum of these inequalities imply that

$$
\left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L_{k, \delta}^{2}\left(T_{0}+1, \infty\right)} \leq C\left(\left\|\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widehat{\zeta}, \widehat{\nu})\right\|_{L_{k-1, \delta}^{2}\left(T_{0}, \infty\right)}+\left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L_{\delta}^{2}\left(T_{0}, \infty\right)}\right) .
$$

The last term in the above inequality can be controlled by $\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widehat{\zeta}, \widehat{\nu})$. In fact, by multiplying $\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)$ by a cutoff function $g:\left(T_{0}, \infty\right) \rightarrow \mathbf{R}$ satisfying $g(\theta)=1$ for $\theta \geq T_{0}+1$ and $g(\theta)=0$ for $\theta \leq T_{0}+1 / 2$, we may regard it as an element of $E_{\left(A_{q}, u_{q}\right)}^{k}(\mathbf{R})$. In particular, applying Proposition 4.21 implies that

$$
\begin{aligned}
& \left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L_{k, \delta}^{2}\left(T_{0}+1, \infty\right)} \leq \\
& \quad C\left(\left\|\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widehat{\zeta}, \widehat{\nu})\right\|_{L_{k-1, \delta}^{2}\left(T_{0}, \infty\right)}+\left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L^{2}\left(T_{0}, T_{0}+1\right)}+|s|\right) .
\end{aligned}
$$

Our assumption on the exponential decay of $(A, u)$ over the mixed end and the properties of the map Q imply that

$$
\left\|\left(\zeta-\pi^{*} b, \nu-\pi^{*} s\right)\right\|_{L_{k, \delta}^{2}\left(T_{0}+1, \infty\right)} \leq C\left(\left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L_{k, \delta}^{2}\left(T_{0}+1, \infty\right)}+|s|\right)
$$

In particular, from the previous two inequalities and (4.37), we conclude that

$$
\begin{aligned}
& \|(\zeta, \nu)\|_{E_{A, u)}^{k}\left(T_{0}+1, \infty\right)} \leq C\left(\left\|\mathcal{D}_{\left(A_{q}, u_{q}\right)}(\widehat{\zeta}, \widehat{\nu})\right\|_{L_{k-1, \delta}^{2}\left(T_{0}, \infty\right)}+\left\|\left(\widehat{\zeta}-\pi^{*} b, \widehat{\nu}-\pi^{*} s\right)\right\|_{L^{2}\left(T_{0}, T_{0}+1\right)}+|s|\right) \\
& \quad \leq C\left(C_{0}\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, \delta}^{2}}+\varepsilon\|(\zeta, \nu)\|_{E_{(A, u)}^{k}\left(T_{0}, \infty\right)}+\|\zeta\|_{L^{2}\left(X_{T_{0}+1}\right)}+\|\nu\|_{L^{2}\left(U_{T_{0}+1}\right)}+|s|\right) .
\end{aligned}
$$

By picking $\varepsilon$ small enough, we may rearrange the terms and use (4.36) to remove $\varepsilon\|(\zeta, \nu)\|_{E_{(A, u)}^{k}\left(T_{0}, \infty\right)}$ from the above inequality. In summary, we have

$$
\begin{equation*}
\|(\zeta, \nu)\|_{E_{(A, u)}^{k}\left(T_{0}+1, \infty\right)} \leq C\left(\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, \delta}^{2}}+\|\zeta\|_{L^{2}\left(X_{\left.T_{0}+2\right)}\right.}+\|\nu\|_{L^{2}\left(U_{T_{0}+2}\right)}+|s|\right) \tag{4.38}
\end{equation*}
$$

We obtain a similar inequality for the mixed end associated to $Y^{\prime}$.
Non-degeneracy of $\alpha \in \mathfrak{C}_{G}, \beta \in \mathfrak{C}_{S}$ and standard results about solutions of the ASD and the CR equations on cylinders imply that

$$
\begin{aligned}
& \|\zeta\|_{L_{k}^{2}\left(-\infty,-T_{0}-1\right) \times Y_{\#}+\|\nu\|_{L_{k}^{2}\left(T_{0}+1, \infty\right) \times[-1,1]} \leq} \quad C\left(\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, \delta}^{2}}+\|\zeta\|_{L^{2}\left(X_{T_{0}+2}\right)}+\|\nu\|_{L^{2}\left(U_{T_{0}+2}\right)}+|s|\right) .
\end{aligned}
$$

In fact, this inequality can be verified following a similar strategy analogous to (4.38). Combining this inequality, (4.38) and its counterpart for $Y^{\prime}$ gives us the desired result after replacing $T_{0}$ with $T_{0}+2$. The proof of the analogous result for the adjoint operator $\mathcal{D}_{(A, u)}^{*}$ where we replace Theorem 4.17 and Proposition 4.21 with the corresponding result for the adjoint operator (see Remark 4.33).

As a consequence of Lemma 4.34, the operators $\mathcal{D}_{(A, u)}$ and $\mathcal{D}_{(A, u)}^{*}$ have finite dimensional kernels and closed images. Moreover, in order to show that the cokernel of $\mathcal{D}_{(A, u)}$ is finite dimensional, it suffices to show that for $k=1$, the cokernel of $\mathcal{D}_{(A, u)}$ can be identified with the kernel of $\mathcal{D}_{(A, u)}^{*}$. An element of the cokernel of $\mathcal{D}_{(A, u)}$ in this case is given by $(\mu, \xi, z)$ such that for any $(\zeta, \nu) \in E_{(A, u)}^{1}$, we have

$$
\begin{equation*}
\left\langle(\mu, \xi, z), \mathcal{D}_{(A, u)}(\zeta, \nu)\right\rangle_{L^{2}}:=2 \int_{X}\left\langle(\mu, \xi), \mathcal{D}_{A}(\zeta)\right\rangle+\int_{U_{+}}\left\langle z, \mathcal{D}_{u}(\nu)\right\rangle=0 \tag{4.39}
\end{equation*}
$$

Moreover, $\xi, \mu$ and $z$ belong to $L_{l o c}^{2}$, the restrictions of $\xi$ and $\mu$ to $(-\infty,-3] \times Y_{\#}$ and $z$ to $[3, \infty) \times[-1,1]$ are in $L^{2}$, the restrictions of $\xi, \mu$ and $z$ to the mixed ends are in $L_{-\delta}^{2}$. In particular, an element of this space is allowed to have an exponential growth by a controlled quantity over the mixed ends. We included a factor 2 in our convention for the $L^{2}$ pairing so that after integration by parts the boundary terms behave in the desired form.

Theorem 4.17 and standard results on Fredholm theory of the adjoints of linearized ASD and CR operators imply that $(\mu, \xi, z)$ is in fact in $L_{1, l o c}^{2}$ and properties (i) (for $k=1$ ), (iii) and (iv) of Definition 4.9 hold for $(\mu, \xi, z)$. The proof of property (i) of Definition 4.9 for $(\mu, \xi, z)$ uses the fact that $\alpha$ and $\beta$ are non-degenerate elements of $\mathfrak{C}_{G}$ and $\mathfrak{C}_{S}$. Now applying (4.39) to $\zeta$ and $\nu$ which are compactly supported in the interior of $X$ and $U_{+}$implies that $\mathcal{D}_{(A, u)}^{*}(\mu, \xi, z)=0$. In particular, the inequality in (4.18) in Theorem 4.17 can be used to show that the restrictions of $\xi, \mu$ and $z$ to the mixed ends are in fact in $L_{1,-\delta}^{2}$. So, we can apply Corollary 4.28 to the restrictions of $(\mu, \xi, z)$ to the mixed ends and conclude that the following holds. There are $\mathfrak{b} \in \mathcal{H}_{h}^{1}(Y ; B)$ and $\mathfrak{b}^{\prime} \in \mathcal{H}_{h^{\prime}}^{1}\left(Y^{\prime} ; B^{\prime}\right)$ such that

$$
\mu-\left.\frac{1}{2}\left(d \theta \wedge \pi^{*}(\mathfrak{b})+*_{3} \pi^{*}(\mathfrak{b})\right)\right|_{Y \times[2, \infty)} \quad \text { and } \quad \mu-\left.\frac{1}{2}\left(d \theta \wedge \pi^{*}\left(\mathfrak{b}^{\prime}\right)+*_{3} \pi^{*}\left(\mathfrak{b}^{\prime}\right)\right)\right|_{\left.Y^{\prime} \times(-\infty,-2]\right)}
$$

have finite $L_{1, \delta}^{2}$ norms. Let $\mathfrak{s}$ and $\mathfrak{s}^{\prime}$ be tangent vectors to $\mathcal{M}(\Sigma, F)$ at the points $q$ and $q^{\prime}$ given by restriction of $\mathfrak{b}$ and $\mathfrak{b}^{\prime}$ to the boundary. Then

$$
z-\left.\pi^{*}(\mathfrak{s})\right|_{[0,2] \times[2, \infty)} \quad \text { and } \quad z-\left.\pi^{*}\left(\mathfrak{s}^{\prime}\right)\right|_{[0,2] \times(-\infty,-2])}
$$

also have finite $L_{1, \delta}^{2}$ norms. The Stokes' thoerem together with $\mathcal{D}_{(A, u)}^{*}(\mu, \xi, z)=0$ shows that for an arbitrary element $(\zeta, \nu)$ of $E_{(A, u)}^{1}$ which is asymptotic to $(b, s)$ on the mixed end associated to $Y$ and is asymptotic to $\left(b^{\prime}, s^{\prime}\right)$ on the mixed end associated to $Y^{\prime}$, we have

$$
\left\langle(\mu, \xi, z), \mathcal{D}_{(A, u)}(\zeta, \nu)\right\rangle_{L^{2}}=\langle(b, s),(\mathfrak{b}, \mathfrak{s})\rangle_{L^{2}}-\left\langle\left(b^{\prime}, s^{\prime}\right),\left(\mathfrak{b}^{\prime}, \mathfrak{s}^{\prime}\right)\right\rangle_{L^{2}} .
$$

In particular, (4.39) implies that $(\mathfrak{b}, \mathfrak{s})=0$ and $\left(\mathfrak{b}^{\prime}, \mathfrak{s}^{\prime}\right)=0$. Thus, property (ii) of Definition 4.9 holds for $(\mu, \xi, z)$, and hence $(\mu, \xi, z) \in K_{(A, u)}^{1}$. In summery, cokernel of $\mathcal{D}_{(A, u)}$ can be identified with the kernel of $\mathcal{D}_{(A, u)}^{*}$. In particular, it is finite dimensional. This completes the proof of the claim that $\mathcal{D}_{(A, u)}$ is Fredholm. Similarly, one can show that the cokernel of $\mathcal{D}_{(A, u)}^{*}$ can be identified with the kernel of $\mathcal{D}_{(A, u)}$ and $\mathcal{D}_{(A, u)}^{*}$ is Fredholm.

### 4.3 Proof of Proposition 3.19

The goal of this subsection is to show that the mixed operator $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}$ associated to a constant solution $\left(A_{\alpha}, u_{\alpha}\right)$ is an isomorphism. We start with the following general result about the elements of $E_{\left(A_{\alpha}, u_{\alpha}\right)}^{1}$.

Lemma 4.40. For any $(\zeta, \nu) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{1}$, the expression

$$
\begin{equation*}
\int_{X} \operatorname{tr}\left(d_{A_{\alpha}}^{h, h^{\prime}} \zeta \wedge d_{A_{\alpha}}^{h, h^{\prime}} \zeta\right)+\int_{U_{+}} \Omega(d \nu, d \nu) \tag{4.41}
\end{equation*}
$$

vanishes, where

$$
\begin{equation*}
d_{A_{\alpha}}^{h, h^{\prime}} \zeta:=d_{A_{\alpha}} \zeta+*_{3} \operatorname{Hess}_{B_{\alpha}} h\left(\zeta_{t}\right)+*_{3} \operatorname{Hess}_{B_{\alpha}^{\prime}} h^{\prime}\left(\zeta_{t}^{\prime}\right) . \tag{4.42}
\end{equation*}
$$

with $B_{\alpha}\left(\right.$ resp. $\left.B_{\alpha}^{\prime}\right)$ being the the restrictions of $A_{\alpha}$ to $\{t\} \times Y_{0} \subset X\left(\right.$ resp. $\left.\{t\} \times-Y_{0}^{\prime} \subset X\right)$, which is independent of $t$. The term $d \nu$ in (4.41) denotes the exterior derivative of $\nu: U_{+} \rightarrow T_{\alpha} \mathcal{M}(\Sigma, F)$.

In (4.42), $*_{3} \operatorname{Hess}_{B_{\alpha}} h\left(\zeta_{t}\right)$ and $*_{3} \operatorname{Hess}_{B_{\alpha}^{\prime}} h^{\prime}\left(\zeta_{t}^{\prime}\right)$ are defined as in (3.16), and in what follows, they are respectively denoted by $H\left(\zeta_{t}\right)$ and $H\left(\zeta_{t}^{\prime}\right)$.

Proof. Stokes theorem and the decay constraints on $\nu$, given as part of the definition of $E_{\left(A_{\alpha}, u_{\alpha}\right)}^{1}$, imply that

$$
\begin{align*}
\int_{U_{+}} \Omega(d \nu, d \nu) & =\int_{U_{\partial}} \Omega(\nu, d \nu)+\int_{\eta_{+} \sqcup \eta_{+}^{\prime}} \Omega(\nu, d \nu) \\
& =\int_{-\infty}^{\infty} d \theta \int_{\Sigma} \operatorname{tr}\left(\nu(0, \theta) \wedge \partial_{\theta} \nu(0, \theta)\right) \tag{4.43}
\end{align*}
$$

The second identity is due to the Lagrangian boundary condition satisfied by $\nu$. We shall show that the contribution from the first integral in (4.41) cancels out the integral in (4.43).

We decompose the domain of the first integral in (4.41) into $\mathbf{R} \times Y_{0}, \mathbf{R} \times-Y_{0}^{\prime}$ and $U_{-} \times \Sigma$, and study the contributions from each of them separately. The restriction of $\zeta$ to $\{t\} \times Y_{0}$ has the form

$$
\begin{equation*}
\zeta=\zeta_{t}+\phi_{t} d t \tag{4.44}
\end{equation*}
$$

where $\phi_{t}$ is a 0 -form with values in $E$. Therefore, we have

$$
\begin{equation*}
d_{A_{\alpha}}^{h, h^{\prime}} \zeta=d_{B_{\alpha}} \zeta_{t}+*_{3} \operatorname{Hess}_{B_{\alpha}} h\left(\zeta_{t}\right)+d t \wedge\left(\frac{d \zeta_{t}}{d t}-d_{B_{\alpha}} \phi_{t}\right) \tag{4.45}
\end{equation*}
$$

where $d_{B_{\alpha}} \zeta_{t}$ and $d_{B_{\alpha}} \phi_{t}$ denote the three dimensional exterior derivatives of $\zeta_{t}$ and $\phi_{t}$ with respect to $B_{\alpha}$. Identity (4.45) implies that

$$
\begin{equation*}
\operatorname{tr}\left(d_{A_{\alpha}}^{h, h^{\prime}} \zeta \wedge d_{A_{\alpha}}^{h, h^{\prime}} \zeta\right)=2 d t \wedge \operatorname{tr}\left(\left(\frac{d \zeta_{t}}{d t}-d_{B_{\alpha}} \phi_{t}\right) \wedge\left(d_{B_{\alpha}} \zeta_{t}+H\left(\zeta_{t}\right)\right)\right) \tag{4.46}
\end{equation*}
$$

Using Stokes theorem and Lemma 2.13, we have

$$
\begin{equation*}
2 \int_{Y_{0}} \operatorname{tr}\left(\frac{d \zeta_{t}}{d t} \wedge\left(d_{B_{\alpha}} \zeta_{t}+H\left(\zeta_{t}\right)\right)\right)=\frac{d}{d t} \int_{Y_{0}} \operatorname{tr}\left(\zeta_{t} \wedge\left(d_{B_{\alpha}} \zeta_{t}+H\left(\zeta_{t}\right)\right)\right)-\int_{\partial Y_{0}} \operatorname{tr}\left(\zeta_{t} \wedge \frac{d}{d t} \zeta_{t}\right) . \tag{4.47}
\end{equation*}
$$

Stokes theorem, vanishing of $H\left(\zeta_{t}\right)$ on $\partial Y$ and Proposition 2.10 give

$$
\begin{align*}
2 \int_{Y_{0}} \operatorname{tr}\left(d_{B_{\alpha}} \phi_{t} \wedge\left(d_{B_{\alpha}} \zeta_{t}+H\left(\zeta_{t}\right)\right)\right) & =2 \int_{\partial Y_{0}} \operatorname{tr}\left(\phi_{t} \wedge d_{B_{\alpha}} \zeta_{t}\right) \\
& =\int_{\partial Y_{0}} \operatorname{tr}\left(\phi_{t} \wedge d_{B_{\alpha}} \zeta_{t}\right)+\int_{\partial Y_{0}} \operatorname{tr}\left(\zeta_{t} \wedge d_{B_{\alpha}} \phi_{t}\right) \tag{4.48}
\end{align*}
$$

We can use (4.46), (4.47) and (4.48) and the exponential convergence of $\zeta$ to an element of $\mathcal{H}_{h}^{1}(Y ; B)$ to conclude that

$$
\begin{equation*}
\int_{\mathbf{R} \times Y_{0}} \operatorname{tr}\left(d_{A_{\alpha}}^{h, h^{\prime}} \zeta \wedge d_{A_{\alpha}}^{h, h^{\prime}} \zeta\right)=\int_{\partial\left(\mathbf{R} \times Y_{0}\right)} \operatorname{tr}\left(\zeta \wedge d_{A_{\alpha}} \zeta\right) \tag{4.49}
\end{equation*}
$$

A similar argument shows that

$$
\begin{equation*}
\int_{\mathbf{R} \times-Y_{0}^{\prime}} \operatorname{tr}\left(d_{A_{\alpha}}^{h, h^{\prime}} \zeta \wedge d_{A_{\alpha}}^{h, h^{\prime}} \zeta\right)=\int_{\partial\left(\mathbf{R} \times-Y_{0}^{\prime}\right)} \operatorname{tr}\left(\zeta \wedge d_{A_{\alpha}} \zeta\right) . \tag{4.50}
\end{equation*}
$$

Since $A_{\alpha}$ is flat on $U_{-} \times \Sigma$, Stokes theorem implies that

$$
\begin{equation*}
\int_{U_{-} \times \Sigma} \operatorname{tr}\left(d_{A_{\alpha}}^{h, h^{\prime}} \zeta \wedge d_{A_{\alpha}}^{h, h^{\prime}} \zeta\right)=\int_{\partial\left(U_{-} \times \Sigma\right)} \operatorname{tr}\left(\zeta \wedge d_{A_{\alpha}} \zeta\right) \tag{4.51}
\end{equation*}
$$

By adding up the above three equations, we have the following simple form for the first term in (4.41):

$$
\begin{align*}
\int_{X} \operatorname{tr}\left(d_{A_{\alpha}}^{h, h^{\prime}} \zeta \wedge d_{A_{\alpha}}^{h, h^{\prime}} \zeta\right) & =\int_{U_{\partial} \times \Sigma} \operatorname{tr}\left(\zeta \wedge d_{A_{\alpha}} \zeta\right) \\
& =-\int_{-\infty}^{\infty} d \theta \int_{\Sigma} \operatorname{tr}\left(a(\theta) \wedge \partial_{\theta} a(\theta)\right) \tag{4.52}
\end{align*}
$$

To clarify the notation in the second line, note that the restriction of $\zeta$ to $U_{\partial} \times \Sigma$ has the form $\zeta=$ $a(\theta)+\psi(\theta) d \theta$ where $a(\theta)$ and $\psi(\theta)$ are respectively 1 - and 0 -forms on $\Sigma$ with values in $F$. The second identity is a consequence of the assumption that for each $\theta$ the 2 -dimensional exterior derivative $d_{\alpha} a(\theta)$ vanishes. Since $a(\theta)-v(0, \theta)$ is $d_{\alpha}$-exact, identities (4.43) and (4.52) imply that (4.41) vanishes.

Now we assume that $(\zeta, \nu)$ belongs to the kernel of the mixed operator $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}$ :

$$
d_{A_{\alpha}}^{*} \zeta=0, \quad d_{A_{\alpha}}^{+} \zeta+\left(*_{3} \operatorname{Hess}_{B_{\alpha}} h\left(\zeta_{t}\right)\right)^{+}+\left(*_{3} \operatorname{Hess}_{B_{\alpha}^{\prime}} h^{\prime}\left(\zeta_{t}^{\prime}\right)\right)^{+}=0, \quad \partial_{\theta} \nu-J_{s, \theta} \partial_{s} \nu=0 .
$$

Thus we have

$$
\operatorname{tr}\left(d_{A_{\alpha}}^{h, h^{\prime}} \zeta \wedge d_{A_{\alpha}}^{h, h^{\prime}} \zeta\right)=\left|d_{A_{\alpha}}^{h, h^{\prime}}(\zeta)\right|^{2} \operatorname{dvol}_{X}
$$

and

$$
\Omega(d \nu, d \nu)(s, \theta)=2\left|\partial_{s} \nu(s, \theta)\right|^{2} d s \wedge d \theta
$$

We conclude from these identities and the vanishing of (4.41) that

$$
\begin{equation*}
d_{A_{\alpha}}^{h, h^{\prime}} \zeta=0, \quad d \nu=0 \tag{4.53}
\end{equation*}
$$

In particular, $\nu$ is constant, which implies that $\nu=0$ due to its decay on the symplectic end. In particular, $\zeta$ has exponential decay on the mixed ends associated to $Y$ and $Y^{\prime}$.

Proposition 4.54. For $\zeta$ as above, there is an $L_{1, \delta}^{2}$ section $\eta$ of the bundle $V$ over $X$ such that $\zeta=d_{A_{\alpha}} \eta$.
Proof. We construct $\eta$ on the subspaces $\mathbf{R} \times Y_{0}, \mathbf{R} \times-Y_{0}^{\prime}$ and $U_{-} \times \Sigma$ separately. For $(\tau, y) \in \mathbf{R} \times Y_{0}$, let

$$
\eta_{1}(\tau, y):=\int_{-\infty}^{\tau} \phi_{t}(y) d t
$$

where $\phi_{t}$ is given in (4.44). Vanishing of $d_{A_{\alpha}}^{h, h^{\prime}} \zeta$ implies that $\frac{d \zeta_{t}}{d t}=d_{B_{\alpha}} \phi_{t}$. This observation and the decay of $\zeta$ on the end that $t \rightarrow-\infty$ imply that $d_{A_{\alpha}} \eta_{1}$ is equal to $\zeta$ over the subspace $\mathbf{R} \times Y_{0}$. Similarly, we define $\eta_{2}$ on $\mathbf{R} \times-Y_{0}^{\prime}$. On the subspace $U_{-} \times \Sigma$, we have $d_{A_{\alpha}} \zeta=0$. The element of $\mathcal{H}^{1}(\Sigma ; \alpha)$ represented by the 1 -form $\zeta(s, \theta)$ for $(s, \theta) \in U_{-}$is independent of the choice of $(s, \theta)$. In particular, this cohomology class is trivial because of the decay assumption on $\zeta$ as $s \rightarrow-\infty$. Thus for any $(s, \theta)$, there is a unique $\eta_{3}(s, \theta)$ such that $d_{\alpha} \eta_{3}(s, \theta)=\zeta(s, \theta)$. It is also straightforward to see $d_{A_{\alpha}} \eta_{3}=\zeta$ because $d_{A_{\alpha}} \eta_{3}-\zeta$ is $d_{A_{\alpha}}$-closed and its restriction to $\{(s, \theta)\} \times \Sigma$ for any $(s, \theta)$ vanishes. Since the restriction of $A_{\alpha}$ to the overlaps of $\mathbf{R} \times Y$ and $U_{-} \times \Sigma$ (resp. $\mathbf{R} \times Y$ and $U_{-} \times \Sigma$ ) is still irreducible, the sections $\eta_{1}$ (resp. $\eta_{2}$ ) and $\eta_{3}$ agree on the overlap regions. In particular, we obtain a section $\eta$ of $V$ over $X$ such that $\zeta=d_{A_{\alpha}} \eta$. It is straightforward to check that $\eta$ is in $L_{1, l o c}^{2}$. For any $\theta \in[2, \infty)$, if $\eta_{\theta}$ is the restriction of $\eta$ to $\{\theta\} \times Y$, then $d_{B_{\alpha}} \eta_{\theta}$ equals the restriction of $\zeta$ to $\{\theta\} \times Y$. Since $B_{\alpha}$ is irreducible, we may conclude that $\eta$ on the mixed end associated to $Y$ belongs to $L_{1, \delta}^{2}$ because $\zeta$ satisfies a similar exponential decay. Similar argument shows the decay of $\zeta$ on the mixed end associated to $Y^{\prime}$ and the gauge theoretical end.

The identity $\zeta=d_{A_{\alpha}} \eta$, Stokes theorem and the boundary condition $\left.* \zeta\right|_{U_{\partial} \times \Sigma}=0$ implies that

$$
\int_{X}\langle\zeta, \zeta\rangle=\int_{X}\left\langle d_{A_{\alpha}}^{*} d_{A_{\alpha}} \eta, \eta\right\rangle .
$$

Since $d_{A_{\alpha}}^{*} \zeta=0$, we conclude that $\zeta=0$. Thus, the kernel of $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}$ is trivial.

Next, we show that the cokernel of the operator $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}$ is trivial. Let $(\mu, \xi, z) \in K_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$ belongs to the kernel of $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}^{*}$. This implies that $z$ is a map from $U_{+}$to $\mathcal{H}^{1}(\Sigma ; \alpha)$. These terms satisfy

$$
\begin{equation*}
d_{A_{\alpha}} \xi+d_{A_{\alpha}}^{*} \mu+\operatorname{Hess}_{B_{\alpha}} h\left(*_{3} \mu_{t}\right)+\operatorname{Hess}_{B_{\alpha}^{\prime}} h^{\prime}\left(*_{3} \mu_{t}^{\prime}\right)=0, \quad \partial_{\theta}\left(J_{s, \theta} z\right)-\partial_{s} z=0 \tag{4.55}
\end{equation*}
$$

Moreover, $(\mu, \xi, z)$ satisfy the conditions spelled out in Definition 4.9.
First we show that $d_{A_{\alpha}} \xi$ vanishes, which immediately implies that $\xi=0$, because $A_{\alpha}$ is an irreducible connection. In fact, we have the following identities for the $L^{2}$ norm of $d_{A_{\alpha}} \xi$ :

$$
\begin{aligned}
\int_{X}\left\langle d_{A_{\alpha}} \xi, d_{A_{\alpha}} \xi\right\rangle & =\int_{X} \operatorname{tr}\left(d_{A_{\alpha}} \xi \wedge * d_{A_{\alpha}}^{*} \mu\right)+\int_{-\infty}^{\infty} \int_{Y_{0}} \operatorname{tr}\left(d_{A_{\alpha}} \xi_{t} \wedge *_{3} \operatorname{Hess}_{A_{t}} h\left(*_{3} \mu_{t}\right)\right) d t \\
& +\int_{-\infty}^{\infty} \int_{-Y_{0}^{\prime}} \operatorname{tr}\left(d_{A_{\alpha}} \xi_{t} \wedge *_{3} \operatorname{Hess}_{A_{t}^{\prime}}^{\prime} h^{\prime}\left(*_{3} \mu_{t}^{\prime}\right)\right) d t \\
& =\int_{X} \operatorname{tr}\left(d_{A_{\alpha}} \xi \wedge d_{A_{\alpha}} \mu\right)-\int_{-\infty}^{\infty} \int_{Y_{0}} \operatorname{tr}\left(\xi_{t} \cdot d_{A_{\alpha}}\left(*_{3} \operatorname{Hess}_{A_{t}} h\left(*_{3} \mu_{t}\right)\right)\right) d t \\
& -\int_{-\infty}^{\infty} \int_{-Y_{0}^{\prime}} \operatorname{tr}\left(\xi_{t} \cdot d_{A_{\alpha}}\left(*_{3} \operatorname{Hess}_{A_{t}^{\prime}}^{\prime} h^{\prime}\left(*_{3} \mu_{t}^{\prime}\right)\right)\right) d t \\
& =\int_{U_{\infty} \times \Sigma} \operatorname{tr}\left(\xi \cdot d_{A_{\alpha}} \mu\right)-\int_{X} \operatorname{tr}\left(\xi \cdot\left[F_{A_{\alpha}}, \mu\right]\right)+\int_{-\infty}^{\infty} \int_{Y_{0}} \operatorname{tr}\left(\xi_{t} \cdot\left[F_{A_{\alpha}}, *_{3} \mu_{t}\right]\right) d t \\
& +\int_{-\infty}^{\infty} \int_{-Y_{0}^{\prime}} \operatorname{tr}\left(\xi_{t} \cdot\left[F_{A_{\alpha}}, *_{3} \mu_{t}^{\prime}\right]\right) d t .
\end{aligned}
$$

We use Stokes theorem in the last two identities, and Proposition 2.10 is used in the third identity. The assumption on the restriction of $\mu$ to $U_{\partial} \times \Sigma$ and the assumption that $\left(A_{\alpha}, u_{\alpha}\right)$ is a constant solution to the mxied equation imply that the last expression is zero. Thus $\xi$ vanishes.

We introduced $d_{A_{\alpha}}^{h, h^{\prime}}$ in (4.42), as a deformation of the exterior derivative operator $d_{\alpha}$ acting on sections of $\Lambda^{1} \otimes V$, and now we define a similar operator for sections of $\Lambda^{2} \otimes V$. For a section $\kappa$ of $\Lambda^{2} \otimes V$ over $X$, let

$$
\begin{equation*}
d_{A_{\alpha}}^{h, h^{\prime}} \kappa:=d_{A_{\alpha}} \kappa-*_{3} \operatorname{Hess}_{B_{\alpha}} h\left(\left(\iota \partial_{t} \kappa\right)_{t}\right) \wedge d t-*_{3} \operatorname{Hess}_{B_{\alpha}^{\prime}} h^{\prime}\left(\left(\iota \partial_{t} \kappa\right)_{t}^{\prime}\right) \wedge d t \tag{4.56}
\end{equation*}
$$

where $\left(\iota_{\partial_{t}} \kappa\right)_{t}$ is obtained by contracting $\left.\kappa\right|_{\mathbf{R} \times Y_{0}}$ with respect to $\partial_{t}$ and then restricting it to $\{t\} \times Y_{0}$. The 1 -form $\left(\iota_{\partial_{t}} \kappa\right)_{t}^{\prime}$ is defined similarly by replacing $Y_{0}$ with $-Y_{0}^{\prime}$. A straightforward calculation using Proposition 2.10 shows that $d_{A_{\alpha}}^{h, h^{\prime}} d_{A_{\alpha}}^{h, h^{\prime}} \zeta=0$ for a section of $\Lambda^{1} \otimes V$. As a consequence of the first identity in (4.55) and the vanishing of $\xi, d_{A_{\alpha}}^{h_{\alpha} h^{\prime}} \mu$ vanishes.

Lemma 4.57. There is $(\zeta, \nu) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$ such that:

$$
\begin{equation*}
2 \mu=d_{A_{\alpha}}^{h, h^{\prime}} \zeta, \quad z d \theta+J_{s, \theta} z d s=d \nu . \tag{4.58}
\end{equation*}
$$

This lemma allows us to conclude the triviality of the kernel of $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}^{*}$ as in the case of the kernel of $\mathcal{D}_{\left(A_{\alpha}, u_{\alpha}\right)}$ in the following way. On one hand, the expression in (4.41) vanishes for the pair ( $\zeta, \nu$ ) produced by the lemma because $(\zeta, \nu) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$. On the other hand, $d_{A_{\alpha}}^{h, h^{\prime}} \zeta$ is self-dual and $d \nu$ at $(s, \theta)$ is a
$(0,1)$-form with respect to $J_{s, \theta}$, and a similar argument as in the previous case shows that the expression in (4.41) is non-positive and it is equal to zero if and only if $\zeta$ and $\nu$ vanish. This shows that $(\mu, \xi, z)$ is trivial.

Proof. The pair of $\mu$ and $\eta:=z d \theta+J_{s, \theta} z d s$ satisfies:
(i) $\mu \in L_{l, \delta}^{2}\left(X, \Lambda^{2} \otimes V\right)$ and $\eta \in L_{k, \delta}^{2}\left(U_{+}, \Lambda^{1} \otimes T_{\alpha} \mathcal{M}(\Sigma, F)\right)$;
(ii) $d_{A_{\alpha}}^{h, h^{\prime}} \mu=0$ and $d \eta=0$;
(iii) At any point $(0, \theta) \in U_{\partial}$, we have $2 \iota_{\partial_{\theta}} \mu(0, \theta)$ is $d_{\alpha}$-closed and represents the same cohomology class as $\iota_{\partial_{\theta}} \eta(0, \theta)$.

We prove a more general result showing that for any $\mu$ and $\eta$ as above there is $(\zeta, \nu) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$ such that (4.58) holds.

The transversality of the Largrangians $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$ implies that there are $c \in T_{\alpha} L(Y, E)$ and $c^{\prime} \in T_{\alpha} L\left(Y^{\prime}, E^{\prime}\right)$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \iota_{{ }_{\theta}} \eta(0, \theta) d \theta=c-c^{\prime} . \tag{4.59}
\end{equation*}
$$

Note that our assumption on $z$ implies that the integral on the left exists. Then $c$ and $c^{\prime}$ determine $b \in \mathcal{H}_{h}^{1}\left(Y ; B_{\alpha}\right)$ and $b^{\prime} \in \mathcal{H}_{h^{\prime}}^{1}\left(Y^{\prime} ; B_{\alpha}^{\prime}\right)$. We define a section $\zeta_{0}$ of $\Lambda^{1} \otimes V$ which is supported in $(2, \infty) \times Y$, and over this subspace of $X$ it is given by

$$
\zeta_{0}(\theta, y)=2 f(\theta)\left(\frac{1}{2} \pi^{*}(b)-\int_{\theta}^{\infty}\left(\iota \partial_{\theta} \mu(y, \tau)\right) d \tau\right)
$$

where $f: \mathbf{R} \rightarrow \mathbf{R}$ is a smooth function that is equal to 1 on $(3, \infty)$ and vanishes on $(-\infty, 5 / 2)$. Similarly define

$$
\nu_{0}(s, \theta)=f(\theta)\left(c-\int_{\theta}^{\infty} \iota_{\partial_{\theta}} \eta(s, \tau) d \tau\right) .
$$

Then $\left(\zeta_{0}, \nu_{0}\right) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$. Moreover, the identities in (4.55) and the decay assumptions on $\mu$ and $z$ imply that over the space $Y \times(3, \infty)$ we have $2 \mu=d_{A_{\alpha}}^{h, h^{\prime}} \zeta_{0}$ and $\eta=d \nu_{0}$. Let $f^{\prime}: \mathbf{R} \rightarrow \mathbf{R}$ be another bump function that equals 1 on $(-\infty,-3)$ and vanishes over $(-5 / 2, \infty)$. Define

$$
\zeta_{0}^{\prime}(\theta, y)=2 f^{\prime}(\theta)\left(\frac{1}{2} \pi^{*}\left(b^{\prime}\right)+\int_{-\infty}^{\theta}\left(\iota \iota_{\theta} \mu(y, \tau)\right) d \tau\right), \quad \nu_{0}^{\prime}(s, \theta)=f^{\prime}(\theta)\left(c^{\prime}+\int_{-\infty}^{\theta} \iota_{\partial_{\theta}} \eta(s, \tau) d \tau\right)
$$

We again have $\left(\zeta_{0}^{\prime}, \nu_{0}^{\prime}\right) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$. Moreover, the pair

$$
\mu_{0}:=\mu-d_{A_{\alpha}}^{h, h^{\prime}}\left(\zeta_{0}+\zeta_{0}^{\prime}\right), \quad \eta_{0}:=\eta-d\left(\nu_{0}+\nu_{0}^{\prime}\right),
$$

satisfies properties (i)-(iii) stated above, $\mu_{0}$ vanishes on $(3, \infty) \times Y$ and $(-\infty,-3) \times Y^{\prime}$, and $\eta_{0}$ vanishes on $[0,2] \times(3, \infty)$ and $[0,2] \times(-\infty,-3)$. Moreover, there is a section $\lambda$ of $F$ over $\Sigma \times[-2,0]$ such that for any $x \in \Sigma, s \in[-2,0]$ and $s^{\prime} \in[0,2]$, we have

$$
\begin{equation*}
\left.\int_{-\infty}^{\infty} \iota_{\partial_{\theta}} \mu_{0}\right|_{\{(s, \theta)\} \times \Sigma} d \theta=d_{\alpha} \lambda(x, s), \quad \int_{-\infty}^{\infty} \iota_{\partial_{\theta}} \eta_{0}\left(s^{\prime}, \theta\right) d \theta=0 . \tag{4.60}
\end{equation*}
$$

The second identity in (4.60) for $s^{\prime}=0$ follows readily from (4.59). We obtain the identity for all values of $s^{\prime}$ using the assumption that $\eta_{0}$ is closed. The first identity in (4.60) for $s=0$ follows from the second one and property (iii) of $\left(\mu_{0}, \eta_{0}\right)$. This can be extended to all values of $s$ using $d_{A_{\alpha}}^{h, h^{\prime}} \mu=0$ and the Stokes' theorem.

Next, we modify $\mu_{0}$ and $\eta_{0}$ such that in addition to the properties mentioned in the previous paragraph, they vanish in a neighborhood of the matching line $U_{\partial}$. Fix a bump function $f_{\partial}: \mathbf{R} \rightarrow \mathbf{R}$ that is equal to 1 on the interval $[-1,1]$ and vanishes outside the interval $[-2,2]$. Let also $h: \mathbf{R} \rightarrow \mathbf{R}$ be a compactly supported bump function with support in $[-2,2]$ whose integral over $\mathbf{R}$ equals 1 . Define

$$
\zeta_{\partial}(x, s, \theta):=2 f_{\partial}(s) \int_{-\infty}^{\theta}-h(\tau) d_{\alpha} \lambda(x, s)+\iota_{\partial_{\theta}} \mu_{0}(x, s, \tau) d \tau, \quad \nu_{\partial}(s, \theta):=f_{\partial}(s) \int_{-\infty}^{\theta} \iota_{\partial} \eta_{0}(s, \tau) d \tau
$$

where $(x, s, \theta) \in \Sigma \times[-2,0] \times[-3,3]$ and $(s, \theta) \in[0,2] \times[-3,3]$. Extend $\zeta_{\partial}$ in the trivial way to the rest of $X$, and extend $\nu_{\partial}$ in the trivial way to the rest of $U_{+}$. Then we can see ( $\zeta_{\partial}, \nu_{\partial}$ ) belongs to $E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$ using the identities in (4.60). From the definition, it is clear that the support of $\zeta_{\partial}$ is contained in $\Sigma \times[-2,0] \times[-3,3]$ and the support of $\nu_{\partial}$ is contained in $[0,2] \times[-3,3]$. If we define

$$
\mu_{1}:=\mu_{0}-d_{A_{\alpha}}^{h, h^{\prime}}\left(\zeta_{\partial}\right), \quad \eta_{1}:=\eta_{0}-d \nu_{\partial},
$$

then $\left(\mu_{1}, \eta_{1}\right)$ satisfies (i)-(iii), $\mu_{1}$ vanishes on $(3, \infty) \times Y,(-\infty,-3) \times \times$ and the neighborhood $\Sigma \times$ $[-1,0] \times U_{\partial}$ of the matching line, and $\eta_{1}$ vanishes on $[0,2] \times(3, \infty),[0,2] \times(-\infty,-3)$ and the neighborhood $[0,1] \times U_{\partial}$ of the matching line.

The support of $\mu_{1}$ is contained in an open subspace $K_{-}$of $X$ which is diffeomorphic to $(-\infty, 3) \times Y_{\#}$ (see Figure 3). We may assume that the diffeomorphism from $K_{-}$to $(-\infty, 3) \times Y_{\#}$ is given by the identity map on $(-\infty,-3) \times Y_{\#},(-\infty, 3) \times Y_{0}$ and $(-\infty, 3) \times-Y_{0}^{\prime}$. We use this diffeomorphism to identify $K_{-}$with $(-\infty, 3) \times Y_{\#}$ and for any $\left(t, y_{\#}\right) \in(-\infty, 3) \times Y_{\#}$, we define

$$
\zeta_{\#}^{\prime}\left(t, y_{\#}\right):=2 \int_{-\infty}^{t}\left(\iota_{\partial_{\theta}} \mu_{1}\left(\tau, y_{\#}\right)\right) d \tau
$$

Then $d_{A_{\alpha}}^{h, h^{\prime}} \zeta_{\#}^{\prime}=\mu_{1}$. In particular, the restriction of $\zeta_{\#}^{\prime}$ to $\{3\} \times Y_{\#}$ is in the kernel of $d_{B_{\alpha}}+*_{3}$ Hess $_{B_{\alpha}} h+$ ${ }_{3} \operatorname{Hess}_{B_{\alpha}^{\prime}} h^{\prime}$. Non-degeneracy of $\alpha \in \mathfrak{C}_{G}$ implies that there is a section $\phi$ of $E_{\#}$ such that $\zeta_{\#}^{\prime}(3, \cdot)=d_{B_{\alpha}} \phi$. Let $f_{\#}:(-\infty, 3) \rightarrow \mathbf{R}$ be a function which equals 0 on $(-\infty, 2)$ and equals 1 in a neighborhood of 3 , and modify $\zeta_{\#}^{\prime}$ as $\zeta_{\#}=\zeta_{\#}^{\prime}-d_{A_{\alpha}}\left(f_{\#} \phi\right)$. Then $\zeta_{\#}$ vanishes in a neighborhood of $\{3\} \times Y_{\#}$ and we may extend it to $X$ trivially. Now $\left(\zeta_{\#}, 0\right) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$ and $d_{A_{\alpha}}^{h, h^{\prime}} \zeta_{\#}=\mu_{1}$. Similarly, we may find $\nu_{\#}$ such that $\left(0, \nu_{\#}\right) \in E_{\left(A_{\alpha}, u_{\alpha}\right)}^{l}$ and $d \nu_{\#}=\eta_{1}$. Consequently, the pair

$$
\zeta:=\zeta_{0}+\zeta_{0}^{\prime}+\zeta_{\partial}+\zeta_{\#}, \quad \nu:=\nu_{0}+\nu_{0}^{\prime}+\nu_{\partial}+\nu_{\#},
$$

gives the desired claim.

### 4.4 Mixed shifting

We start this subsection by introducing a special type of mixed pairs.


Figure 3: The support of $\mu_{1}$ is contained in the set $K_{-}$and the support of $\eta_{1}$ is contained in $K_{+}$

Definition 4.61. An element $(A, u) \in \mathbf{A}(\alpha, \beta)$ is symplectically constant if $(A, u)$, restricted to the complement of $(-\infty,-3] \times Y_{\#}$, is equal to a constant pair $\left(A_{\beta}, u_{\beta}\right)$ associated to $\beta$. In particular, the map $u$ is a constant map to $\beta$.

Lemma 4.62. For any $(A, u) \in \mathbf{A}(\alpha, \beta)$, there is a path from $(A, u)$ to a symplectically constant pair in $\mathbf{A}(\alpha, \beta)$.

To verify the lemma, it is helpful to give a different parametrization of the 4 -manifold $X$ and the 2dimensional domain $U_{+}$. Identify $\mathbf{R} \times[-1,1]$ in the standard way with the subspace of $\mathbf{C}$ given by numbers whose imaginary parts are in $[-1,1]$. There is a diffeomorphism $\Phi_{+}: U_{+} \rightarrow([0, \infty) \times[-1,1]) \backslash\{ \pm \mathbf{i}\}$ which satisfy the following conditions (see Figure 4).
(i) The restriction of $\Phi_{+}$to the subspace $[3, \infty) \times[-1,1]$ of $U_{+}$is given by the identity map.
(ii) On the subspace $[0,2] \times[2, \infty)$ of $U_{+}$, we have

$$
\Phi_{+}(s, \theta)=\mathbf{i}+e^{-\theta+\pi \mathbf{i} \frac{s-2}{4}} .
$$

(iii) For any $(s, \theta) \in U_{+}, \Phi_{+}(s,-\theta)$ is equal to the complex conjugate of $\Phi_{+}(s, \theta)$. In particular, on the subspace $[0,2] \times(-\infty,-2]$ of $U_{+}$, we have:

$$
\Phi_{+}(s, \theta)=-\mathbf{i}+e^{\theta+\pi \mathbf{i} \frac{2-s}{4}} .
$$



Figure 4: The old and the new parametrizations of $U_{+}$and $X$ : The diffeomorphisms $\Phi_{+}$and $\Phi_{-}$map the spaces on the left to the spaces on the right while mapping each colored region with a label to a region with the same color and label.

There is also a diffeomorphism $\Phi_{-}: X \rightarrow\left((-\infty, 0] \times Y_{\#}\right) \backslash\left(\{0\} \times Y_{0} \cup\{0\} \times-Y_{0}^{\prime}\right)$ such that the following hold.
(i) The restriction of $\Phi_{-}$to the subspace $U_{-} \times \Sigma$ of $X$ is given by

$$
\Phi_{-}(s, \theta, x)=\left(-\Phi_{+, s}(-s, \theta), \Phi_{+, \theta}(-s, \theta), x\right),
$$

where $\Phi_{+}(s, \theta)=\left(\Phi_{+, s}(s, \theta), \Phi_{+, \theta}(s, \theta)\right) \in[0, \infty) \times[-1,1]$.
(ii) On the subspace $\mathbf{R} \times Y_{0}$ of $X$, we have

$$
\Phi_{-}(\tau, y)=(f(\tau), y),
$$

where $f: \mathbf{R} \rightarrow(-\infty, 0)$ is an increasing smooth function which is determined by the restriction of $\Phi_{-}$to the subspace $\eta_{-} \times \Sigma$ and satisfies

$$
f(\tau)= \begin{cases}\tau & \tau \leq-3 \\ -e^{-\tau} & \tau \geq 2\end{cases}
$$

(iii) On the subspace $\mathbf{R} \times-Y_{0}^{\prime}$ of $X$, we have

$$
\Phi_{-}\left(\tau, y^{\prime}\right)=\left(f(\tau), y^{\prime}\right) .
$$

Before delving into the technical aspects of the proof of Lemma 4.62, we discuss the main idea of the construction of a path from a mixed pair $(A, u) \in \mathbf{A}(\alpha, \beta)$ to a symplectically constant pair. Using the above reparametrization, we may regard $u$ as a map from $[0, \infty) \times[-1,1]$ to $\mathcal{M}(\Sigma, F)$ and $A$ as a connection on $(-\infty, 0] \times Y_{\#}$. (Strictly speaking, we have to remove $\pm \mathbf{i}$ from the domain of $u$ and the subspace $\{0\} \times Y_{0} \cup\{0\} \times-Y_{0}^{\prime}$ from $(-\infty, 0] \times Y_{\#}$.) Let $A_{u}$ be a connection on $[0, \infty) \times Y_{\#}$ such that for any $(s, \theta) \in[0, \infty) \times[-1,1]$, the restriction of $A_{u}$ to $\{(s, \theta)\} \times \Sigma \subset\{s\} \times Y_{\#}$ represents $u(s, \theta)$, its restriction to $\{0\} \times Y_{\#}$ agrees with the restriction of $A$ to $\{0\} \times Y_{\#}$ and for any $s \in[0, \infty)$, the restriction of $A_{u}$ to $\{s\} \times Y_{0} \subset\{s\} \times Y_{\#}$ (resp. $\{s\} \times-Y_{0}^{\prime} \subset\{s\} \times Y_{\#}$ ) represents $u(s, 1) \in L(Y, E)$ (resp. $\left.u(s,-1) \in L\left(Y^{\prime}, E^{\prime}\right)\right)$. Then we may shift the mixed pair to the gauge theory side and define the pair $\left(A_{\tau}, u_{\tau}\right)$ for any $\tau \in[0, \infty)$

$$
A_{\tau}(s, y):=\left\{\begin{array}{cc}
A(s+\tau, y) & s \leq-\tau  \tag{4.63}\\
A_{u}(s+\tau, y) & s>-\tau
\end{array}, \quad u_{\tau}(s, y):=u(s+\tau, y) .\right.
$$

As $\tau$ tends to infinity, the pair $\left(A_{\tau}, u_{\tau}\right)$ converges to a symplectically constant pair.
The above argument needs to be modified to guarantee that the mixed pairs $\left(A_{\tau}, u_{\tau}\right)$ belong to the function space used in the definition of $\mathbf{A}(\alpha, \beta)$. Before applying the above shifting construction, we pick a path from $(A, u)$ to a smooth mixed pair $\left(A^{\prime}, u^{\prime}\right)$ which satisfies the following additional assumptions. (In the following, we use the old parametrization of the spaces $X$ and $U_{+}$.)
(i) The restriction of $u^{\prime}$ to the subspace $[3, \infty) \times[-1,1]$ of $U_{+}$is the constant map to $\beta$.
(ii) On a tubular neighborhood of $\eta_{+}\left(\right.$resp. $\left.\eta_{+}^{\prime}\right)$ identified with $\eta_{+} \times\left(\frac{1}{2}, 1\right]$ (resp. $\eta_{+}^{\prime} \times\left[-1,-\frac{1}{2}\right)$ ) the map $u$ is equal to the pullback of a smooth map from $\eta_{+}$to $L(Y, E)$ (resp. $\eta_{+}^{\prime}$ to $L\left(Y^{\prime}, E^{\prime}\right)$ ).
(iii) The restriction to $[0,2] \times[2, \infty)$ (resp. $[0,2] \times(-\infty,-2])$ of $u$ is the constant map to an element $q \in L(Y, E)$ (resp. $q^{\prime} \in L\left(Y^{\prime}, E^{\prime}\right)$ ).
(iv) There is a smooth function $w:[-2,2] \rightarrow \mathcal{M}(\Sigma, F)$ such that for $(s, \theta) \in[0,1] \times[-2,2]$, $u(s, \theta)=w(\theta)$.
(v) The restriction of $A$ to the subspaces $[2, \infty) \times Y$ (resp. $\left.(-\infty,-2] \times Y^{\prime}\right)$ is the pull-back of a connection $B$ (resp. $B^{\prime}$ ) on $E$ (resp. $E^{\prime}$ ) which is a representative for $q$ (resp. $q^{\prime}$ ).
(vi) The restriction of $A$ to $[-1,0] \times[-2,2] \times \Sigma$ is the pullback of a smooth connection $B_{\#}$ on $[-2,2] \times \Sigma$ with a vanishing $d \theta$ component. In particular, $\left.B_{\#}\right|_{\{\theta\} \times \Sigma}$ is flat and is a representative for $w(\theta)$.

Next, we wish to lift $u^{\prime}$ to a connection $A_{u}^{\prime}$ on $[0, \infty) \times Y_{\#}$. In the following, we use the new reparametrization of $X$ and $U_{+}$. In particular, $A^{\prime}$ can be identified as a connection on $\left((-\infty, 0] \times Y_{\#}\right) \backslash$ $\left(\{0\} \times Y_{0} \cup\{0\} \times-Y_{0}^{\prime}\right)$, which can be extended smoothly to a connection on $(-\infty, 0] \times Y_{\#}$. For any $(r, t) \in[0, \infty) \times[-1,1]$, let $\alpha(r, t)$ be the unique connection on $F$ which satisfies
(i) $\alpha(r, t)$ is a flat connection representing $u(r, t)$;
(ii) $\alpha(0, t)=\left.A^{\prime}\right|_{\Sigma \times\{(0, t)\}}$ for any $t$;
(iii) $d_{\alpha(r, t)}^{*} \partial_{r} \alpha(r, t)=0$.

For any $r \in[0, \infty)$, we fix smooth connections $B(r)$ and $B^{\prime}(r)$ on $Y$ and $Y^{\prime}$ such that
(i) $B(r)$ (resp. $B^{\prime}(r)$ ) represents an element of $L(Y, E)$ (resp. $L\left(Y^{\prime}, E^{\prime}\right)$ ) whose restriction to the tubular neighborhood of the boundary of $Y\left(\right.$ resp. $\left.Y^{\prime}\right)$ is determined by $\alpha(r, 1)$ (resp. $\alpha(r,-1)$ );
(ii) the restriction of $B(0)$ to $Y_{0}$ (resp. $B^{\prime}(0)$ to $Y_{0}^{\prime}$ ) is equal to the restriction of $A^{\prime}$ to $\{0\} \times Y_{0}$ (resp. $\{0\} \times-Y_{0}^{\prime}$ ).

The flat connections $\alpha(r, t)$ determine a smooth connection on $\Sigma \times[0, \infty) \times[-1,1]$ with vanishing $d r$ and $d t$ components, and the connections $B(r), B^{\prime}(r)$ determine connections on $[0, \infty) \times Y_{0},[0, \infty) \times-Y_{0}^{\prime}$ with vanishing $d r$ components. Gluing these connections determines the desired connection $A_{u}^{\prime}$ on $[0, \infty) \times Y_{\#}$. Now it is easy to see that the above shifting operation in (4.63) applied to $A^{\prime}$ and $A_{u}^{\prime}$ provides a smooth path in $\mathbf{A}(\alpha, \beta)$ from $\left(A^{\prime}, u^{\prime}\right)$ to a symplectically constant pair. In fact, the same argument addresses the family version of Lemma 4.62.

Lemma 4.64. For a compact space $T$, suppose $f: T \rightarrow \mathbf{B}(\alpha, \beta)$ is a smooth map. Then there is a smooth map $F: T \times[0,1] \rightarrow \mathbf{B}(\alpha, \beta)$ such that for any $x \in T, F(x, 0)=f(x)$ and $F(x, 1)$ is a symplectically constant pair. Moreover, if $f(x)$ is already symplectically constant pair, then $F(x, t)$ is a symplecically constant pair for any $t$.

### 4.5 Proof of Proposition 3.20

Suppose $A \in \mathcal{A}_{G}(\alpha, \beta)$ is a connection on the cylindrical manifold $\mathbf{R} \times Y$ and $\left(A^{\prime}, u\right) \in \mathbf{A}(\beta, \gamma)$ is a mixed pair. We assume that $\mathcal{A}_{G}(\alpha, \beta)$ and $\mathbf{A}(\beta, \gamma)$ are defined using the same representative for $\beta$. For any $T \in[3, \infty)$, we can glue $A$ and $\left(A^{\prime}, u\right)$ to define an element $\left(A_{T}, u\right) \in \mathbf{A}(\alpha, \gamma)$. The connection $A_{T}$ is defined as follows.
(i) On the cylinder $(-\infty,-2 T] \times Y_{\#}, A_{T}$ is equal to $\tau_{4 T}^{*}(A)$, the translation of the restriction $A$ over $(-\infty, 2 T] \times Y_{\#}$ by $4 T$.
(ii) On the complement of $(-\infty,-T] \times Y_{\#}, A_{T}$ is equal to $A^{\prime}$.
(iii) On the cylinder $(-2 T, T) \times Y_{\#}, A_{T}$ is equal to $\rho\left(\frac{s+2 T}{T}\right) \cdot \tau_{4 T}^{*}(A)+\left(1-\rho\left(\frac{s+2 T}{T}\right)\right) \cdot A^{\prime}$ where $\rho:[0,3] \rightarrow[0,1]$ is a fixed smooth function with $\rho(t)=1$ if $t \leq 1$ and $\rho(t)=0$ if $t \geq 2$.

By putting the connections $A$ and $\left.A^{\prime}\right|_{(-\infty,-3] \times Y_{\#}}$ in the temporal gauge, the above gluing construction descends to gluing an element of $\mathcal{B}_{G}(\alpha, \beta)$ and $\mathbf{B}(\alpha, \beta)$.

Proposition 4.65. The topological energy of $\left(A_{T}, u\right)$ and the index of $\mathcal{D}_{\left(A_{T}, u\right)}$ are given by

$$
\begin{equation*}
\mathcal{E}\left(A_{T}, u\right)=\mathcal{E}(A)+\mathcal{E}\left(A^{\prime}, u\right), \tag{4.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{index}\left(\mathcal{D}_{\left(A_{T}, u\right)}\right)=\operatorname{index}\left(\mathcal{D}_{A}\right)+\operatorname{index}\left(\mathcal{D}_{\left(A^{\prime}, u\right)}\right) \tag{4.67}
\end{equation*}
$$

Proof. Lemma 3.11 implies that $\mathcal{E}\left(A_{T}\right)$ is independent of $T$. Thus the identity in (4.66) can be obtained by taking the limit $T \rightarrow \infty$. The additivity formula in (4.67) is the counterpart of the additivity of the index of the ASD operator with respect to gluing [Don02, Section 3.3] and a similar argument can be used to prove (4.67).

Proof of Proposition 3.20. Since the index of the mixed operator and topological energy of mixed pairs are locally constant, Lemma 4.62 implies that it suffices to prove Proposition 3.20 for symplectically constant pairs. A symplectically constant pair $(A, u) \in \mathbf{A}(\alpha, \beta)$ can be obtained by gluing a constant pair $\left(A_{\beta}, u_{\beta}\right)$ and a connection $A \in \mathcal{A}_{G}(\alpha, \beta)$. Now Propositions $2.53,3.19$ and 4.65 give the index formula for mixed operators.

Proof of Lemma 3.15. Suppose $[A, u],\left[A^{\prime}, u^{\prime}\right] \in \mathbf{B}(\alpha, \beta)$. Using Lemma 4.62 we may assume that $[A, u]$ and $\left[A^{\prime}, u^{\prime}\right]$ are symplectically constant pairs without changing their topological energies. Thus, after picking appropriate representatives for the connections $A$ and $A^{\prime}$, we may assume that they agree on the complement of $(-\infty,-3] \times Y_{\#}$. In particular, these two connections induce connections $A_{G}$ and $A_{G}^{\prime}$ on $\mathbf{R} \times Y_{\#}$ which represent elements of $\mathcal{B}_{G}(\alpha, \beta)$. Characterization of the components of $\mathcal{B}_{G}(\alpha, \beta)$ implies that $2\left(\mathcal{E}\left(A_{G}\right)-\mathcal{E}\left(A_{G}^{\prime}\right)\right)$ is an integer, and hence a similar result holds for $2\left(\mathcal{E}(A, u)-\mathcal{E}\left(A^{\prime}, u^{\prime}\right)\right)$. Moreover, if $\mathcal{E}\left(A_{G}\right)=\mathcal{E}\left(A_{G}^{\prime}\right)$, then $A_{G}$ and $A_{G}^{\prime}$ can be connected to each other by a path of connections which is fixed on $[-3, \infty) \times Y_{\#}$. This induces a path between the mixed pairs $[A, u]$ and $\left[A^{\prime}, u^{\prime}\right]$.

The following is a consequence of Proposition 3.20 and Lemma 3.15.
Corollary 4.68. For any smooth $(A, u) \in \mathbf{A}(\alpha, \alpha)$, the index $\mathcal{D}_{(A, u)}$ is a multiple of 4 .
There is a variant of Proposition 4.65 where a mixed pair $(A, u) \in \mathbf{A}(\alpha, \beta)$ is glued to a map $u^{\prime}: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ representing a path from $\beta \in \mathfrak{C}_{S}$ to $\gamma \in \mathfrak{C}_{S}$. After arranging an appropriate chart for a neighborhood of $\beta$ in $\mathcal{M}(\Sigma, F)$ and the Lagrangians $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$, we may follow a similar process as in the previous case to define $\left(A, u_{T}\right) \in \mathbf{A}(\alpha, \gamma)$ for $T$ large enough. The proof of the following proposition is similar to Proposition 4.65.

Proposition 4.69. The topological energy of $\left(A, u_{T}\right)$ and the index of the mixed operator $\mathcal{D}_{\left(A, u_{T}\right)}$ is given by

$$
\begin{equation*}
\mathcal{E}\left(A, u_{T}\right)=\mathcal{E}(A, u)+\frac{1}{4 \pi^{2}} \int_{\mathbf{R} \times Y}\left(u^{\prime}\right)^{*} \Omega \tag{4.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{index}\left(\mathcal{D}_{\left(A, u_{T}\right)}\right)=\operatorname{index}\left(\mathcal{D}_{(A, u)}\right)+\operatorname{index}\left(\mathcal{D}_{u^{\prime}}\right) \tag{4.71}
\end{equation*}
$$

### 4.6 Proof of Propositions 2.27 and 2.54

Proof of Proposition 2.27. Suppose $\alpha \in \mathfrak{C}_{S}$ and $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ is a smooth map that is the constant map to $\alpha$ on the complement of the compact region $[-1,1] \times[-1,1]$. This map determines an element $\gamma_{u}$ of $\pi_{1}\left(\Omega\left(L, L^{\prime}\right), o_{\alpha}\right)$ in an obvious way and we have

$$
\begin{equation*}
[\Omega]\left(\gamma_{u}\right)=\int_{\mathbf{R} \times[-1,1]} u^{*} \Omega, \quad \mu\left(\gamma_{u}\right)=\operatorname{index}\left(\mathcal{D}_{u}\right) \tag{4.72}
\end{equation*}
$$

We may glue $u_{\alpha}$ to the constant map $\left(A_{\alpha}, u_{\alpha}\right)$ to define a mixed pair $\left(A_{\alpha}, u^{\prime}\right) \in \mathbf{A}(\alpha, \alpha)$ which satisfies the following properties by Propositions 3.19, 4.69 and the identities in (4.72)

$$
\begin{equation*}
\mathcal{E}\left(A_{\alpha}, u^{\prime}\right)=\frac{1}{4 \pi^{2}}[\Omega]\left(\gamma_{u}\right), \quad \quad \operatorname{index}\left(\mathcal{D}_{\left(A_{\alpha}, u^{\prime}\right)}\right)=\mu\left(\gamma_{u}\right) . \tag{4.73}
\end{equation*}
$$

As a consequence of Proposition 3.20 we can conclude that

$$
\mu\left(\gamma_{u}\right)=\frac{2}{\pi^{2}}[\Omega]\left(\gamma_{u}\right) .
$$

This implies that $\left(L(Y, E), L\left(Y^{\prime}, E^{\prime}\right)\right)$ is a monotone pair. The second identity in (4.73) and Corollary 4.68 imply that the minimal Masolv number of the pair is divisible by 4.

The minimal Masolv number of the pair $\left(L(Y, E), L\left(Y^{\prime}, E^{\prime}\right)\right)$ is in fact equal to 4 . This follows from the well-known fact that $c_{2}(\mathcal{M}(\Sigma, F))$ is twice the generator of $H^{2}(\mathcal{M}(\Sigma, F), \mathbf{Z})$ [Ram73, AB83]. (This fact can be also derived from the arguments used in this section.) Since $\mathcal{M}(\Sigma, F)$ is simply connected, there is an element of $\pi_{2}(\mathcal{M}(\Sigma, F))$ whose pairing with $c_{2}(\mathcal{M}(\Sigma, F))$ is any given even integer. Thus we may change the Maslov number of $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ as above by any multiple of 4 after gluing to a sphere in $\mathcal{M}(\Sigma, F)$.

Assuming that $\mathfrak{C}_{S}$ is non-empty, monotonicity of the pair $\left(L(Y, E), L\left(Y^{\prime}, E^{\prime}\right)\right)$ implies that each of $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$ is an oriented monotone Lagrangian with minimal Maslov number 4. To avoid the assumption on $\mathfrak{C}_{S}$, we may assume $\left(Y^{\prime}, E^{\prime}\right)=(Y, E)$ and use two different perturbation terms $h, h^{\prime}$ for $L(Y, E)$ such that the corresponding Lagrangians intersect non-trivially and transversely. In any case, replacing $L\left(Y^{\prime}, E^{\prime}\right)$ with $L(Y, E)$ turns out to be unnecessary because $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ is always non-trivial [KM04, KM10]. Next, let $l$ be a loop in $L(Y, E)$. Let $v: D^{2} \rightarrow \mathcal{M}(\Sigma, F)$ with $\left.v\right|_{\partial D^{2}}=l$. Since the Maslov index of the disc $v$ is an even integer, $T L(Y, E)$ is orientable. Thus $L(Y, E)$ and similarly $L\left(Y^{\prime}, E^{\prime}\right)$ are orientable.

Proof of Proposition 2.54. Suppose $\alpha, \beta \in \mathfrak{C}_{S, o}$ where $o$ denotes a connected component of the path space $\Omega\left(L(Y, E), L\left(Y^{\prime}, E^{\prime}\right)\right)$, and $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ is a smooth map representing a path from $\alpha$ to $\beta$. Thus $u$ satisfies

$$
\begin{equation*}
u(-s, \theta)=\alpha, \quad u(s, \theta)=\beta, \quad \forall(s, \theta) \in[1, \infty) \times[-1,1] \tag{4.74}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.u\right|_{\mathbf{R} \times\{1\}} \subset L(Y, E),\left.\quad u\right|_{\mathbf{R} \times\{-1\}} \subset L\left(Y^{\prime}, E^{\prime}\right) . \tag{4.75}
\end{equation*}
$$

Gluing the constant pair $\left(A_{\alpha}, u_{\alpha}\right)$ to $u$ produces a constant pair $\left(A_{\alpha}, u_{T}\right)$ which can be connected to a symplectically constant pair $\left(A, u_{\beta}\right)$ by Lemma 4.62. The latter mixed pair is obtained by gluing a connection $A^{\prime} \in \mathcal{A}_{G}(\alpha, \beta)$ to the constant pair $\left(A_{\beta}, u_{\beta}\right)$. A similar argument as above using Propositions 3.19, 4.65 and 4.69 shows

$$
\operatorname{index}\left(\mathcal{D}_{u}\right)=\operatorname{index}\left(\mathcal{D}_{A^{\prime}}\right)
$$

The above identity implies that the relative grading of $\alpha$ and $\beta$ with respect to $\operatorname{deg}_{S}$ and $\operatorname{deg}_{G}$ agree with each other. This completes the proof of Proposition 2.54.

### 4.7 Orientability of the mixed determinant lines

The smooth elements of $\mathbf{B}(\alpha, \beta)$ parametrize a family of Fredholm operators given by the mixed operators. Associated to this family of Fredholm operators, we can associate a determinant line bundle $\delta^{M}$ over the subspace of $\mathbf{B}(\alpha, \beta)$ given by smooth elements, where the fiber of $\delta^{M}$ over $[A, u]$ can be identified with

$$
\Lambda^{\max } \operatorname{ker}\left(\mathcal{D}_{(A, u)}\right) \otimes\left(\Lambda^{\max } \operatorname{coker}\left(\mathcal{D}_{(A, u)}\right)\right)^{*}
$$

We shall show in the next section that the elements of $\mathbf{M}(\alpha, \beta)$ are smooth. In particular, $\delta^{M}$ induces a line bundle on $\mathbf{M}(\alpha, \beta)$ whose restriction to the open subspace $\mathbf{M}^{\text {reg }}(\alpha, \beta)$ of regular elements of $\mathbf{M}(\alpha, \beta)$ can be naturally identified with the orientation bundle of the manifold $\mathbf{M ~}^{\mathrm{reg}}(\alpha, \beta)$. Therefore, we are interested in trivializing $\delta^{M}$ to orient the moduli spaces of solutions to the mixed equation. Moreover, we use orientability of $\delta^{M}$ to verify the claim in Proposition 2.38.

To prove triviality of $\delta^{M}$, it suffices to show that its restriction to any loop $\gamma: S^{1} \rightarrow \mathbf{B}(\alpha, \beta)$ is orientable. Using Lemma 4.64, we may assume that $\gamma$ parametrizes an $S^{1}$-family of symplectically constant pairs. In particular, there is a connection $A_{\beta}$ representing $\beta$ and a loop $\gamma_{G}: S^{1} \rightarrow \mathcal{B}_{G}(\alpha, \beta)_{p}$ such that $\gamma$ is obtained by gluing $\gamma_{\beta}$ to $\left[A_{\beta}, u_{\beta}\right]$ in the same way as in Subsection 4.5. The family version of (4.67) in Proposition 4.65, which can be proved again using essentially the same arguments as in [Don02, Section 3.3], implies that the restriction of $\delta^{M}$ to the family given by the loop $\gamma$ can be identified with the the tensor product $\left.\left.\delta_{p}^{G}\right|_{\gamma_{G}} \otimes \delta^{M}\right|_{\left[A_{\beta}, u_{\beta}\right]}$. In particular, orientability of $\delta_{p}^{G}$ implies that $\delta^{M}$ is orientable.

The above argument can be also used to fix an orientation of $\delta^{M}$. First we fix an orientation of the lines bundles $\delta_{p}^{G}$ over the configuration spaces $\mathcal{B}_{G}(\alpha, \beta)_{p}$. For any connected component of $\mathbf{B}(\alpha, \beta)$, we fix a symplectically constant pair $[A, u]$ which exists according to Lemma 4.62. Thus, $(A, u)$ is obtained from gluing a connection $A_{G} \in \mathcal{A}_{G}(\alpha, \beta)_{p}$ over $\mathbf{R} \times Y_{\#}$ to a constant pair $\left(A_{\beta}, u_{\beta}\right)$. The fiber of $\delta^{M}$ over $[A, u]$ is isomorphic to $\left.\left.\delta_{p}^{G}\right|_{\left[A_{G}\right]} \otimes \delta^{M}\right|_{\left[A_{\beta}, u_{\beta}\right]}$, and the isomorphism is canonical up to multiplication by a positive constant. Since the kernel and the cokernel of the mixed operator associated to the mixed solution are trivial, $\left.\delta^{M}\right|_{\left[A_{\beta}, u_{\beta}\right]}$ can be naturally identified with $\mathbf{R}$. Therefore, the fixed orientation of $\delta_{p}^{G}$ determines an orientation of $\left.\delta^{M}\right|_{[A, u]}$. This orientation is independent of the choice of $[A, u]$. If $\left[A^{\prime}, u^{\prime}\right]$ is another element in the same connected component of $\mathbf{B}(\alpha, \beta)$, then there is a path $\gamma:[0,1] \rightarrow \mathbf{B}(\alpha, \beta)$ from $[A, u]$ to $\left[A^{\prime}, u^{\prime}\right]$. Using Lemma 4.64, we may assume that $\gamma$ is in fact a path in the subspace of symplectically constant pairs. Therefore, orientations of $\delta^{M}$ induced by $[A, u]$ and $\left[A^{\prime}, u^{\prime}\right]$ agree with each other.

We use a similar trick to show that the line bundles $\delta_{p}^{S}$ over the configuration spaces of strips $\mathcal{B}_{S}(\alpha, \beta)_{p}$ are trivial, and then fix a trivialization of these line bundles. Let $\gamma_{S}: S^{1} \rightarrow \mathcal{B}_{S}(\alpha, \beta)_{p}$ be a loop. By changing this loop using a homotopy, we may assume that $\gamma_{S}$ is represented by a smooth map $U: \mathbf{R} \times[-1,1] \times S^{1} \rightarrow \mathcal{M}(\Sigma, F)$ such that for $s \geq 1$, we have $U(-s, \theta, t)=\alpha$ and $U(s, \theta, t)=\beta$. We may glue this loop to the constant mixed pair $\left(A_{\alpha}, u_{\alpha}\right)$ as in Subsection 4.5 to define $\gamma^{T}: S^{1} \rightarrow \mathbf{A}(\alpha, \beta)$ for $T$ large enough. The family version of Proposition 4.69 implies that $\left.\delta^{M}\right|_{\gamma^{T}}$ is isomorphic to the tensor product $\left.\left.\delta^{M}\right|_{\left[A_{\alpha}, u_{\alpha}\right]} \otimes \delta_{p}^{S}\right|_{\gamma}$. In particular, $\left.\delta_{p}^{S}\right|_{\gamma}$ is trivial, which verifies our claim.

We may fix an orientation of $\delta_{p}^{S}$ in the same was as in the case of $\delta^{M}$. Given a strip $u: \mathbf{R} \times[-1,1] \rightarrow$ $\mathcal{M}(\Sigma, F)$ satisfying (4.74) and (4.75), we may glue the constant mixed pair $\left(A_{\alpha}, u_{\alpha}\right)$ to $u$ to define
another mixed pair $\left(A_{\alpha}, u^{\prime}\right)$. Since $\left.\delta^{M}\right|_{\left[A_{\alpha}, u^{\prime}\right]}$ and $\left.\left.\delta^{M}\right|_{\left[A_{\alpha}, u_{\alpha}\right]} \otimes \delta_{p}^{S}\right|_{u}$ are isomorphic and $\left.\delta^{M}\right|_{\left[A_{\alpha}, u^{\prime}\right]}$ and $\left.\delta^{M}\right|_{\left[A_{\alpha}, u_{\alpha}\right]}$ have fixed orientations, we obtain an orientation of $\left.\delta_{p}^{S}\right|_{u}$. This induces a well-defined orientation of $\delta_{p}^{S}$. These orientations are compatible with the strip gluing maps in (2.36) because the fixed orientations on $\delta_{p}^{G}$ are compatible with the cylinder gluing maps in (2.55). In summary, we obtain a coherent system of orientations for the line bundles $\delta_{p}^{S}$.
Remark 4.76. We use gluing theory of various indices to define orientations of the line bundles $\delta^{M}$ and $\delta_{p}^{S}$ in terms of the orientations of the line bundles $\delta_{p}^{G}$. Recall that we had a degree of freedom to orient $\delta_{p}^{G}$. To define this orientation, we fixed an orientation of $\delta_{p_{0}}^{G}$ where $p_{0}$ is a path from a fixed $\alpha_{0} \in \mathfrak{C}_{G}$ to itself, whose index has the form $8 k+4$. One such path $p_{0}$ can be fixed as follows. Let $s: S^{2} \rightarrow \mathcal{M}(\Sigma, F)$ represent an element of $\pi_{2}(\mathcal{M}(\Sigma, F))$ which is associated to one of the connected components of $\Sigma$ and is introduced at the end of Subsection 2.2. Gluing $s$ to the constant strip mapped to $\alpha_{0}$ determines $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ with $\operatorname{index}\left(\mathcal{D}_{u}\right)=4$. Applying the mixed shifting operation of Subsection 4.4 gives a connection on $\mathbf{R} \times Y_{\#}$, which represents the desired path $p_{0}$. The sphere gluing map $\Psi_{p, s}$ in Remark 2.39 allows us to define an orientation of the index of $\mathcal{D}_{u}$. Then using the construction of this subsection in the reverse order, we may fix an orientation of $\delta_{p_{0}}^{G}$. Using this orientation of $\delta_{p_{0}}^{G}$, one may easily see that the induced coherent system of orientations of the line bundles $\delta_{p}^{S}$ is compatible with $\Psi_{p, s}$ when $s$ is the above element of $\pi_{2}(\mathcal{M}(\Sigma, F))$.

## 5 Non-linear analysis

In this section we shall prove Proposition 3.6 and part of Proposition 3.26. Our primary tools are the compactness and regularity theorems of [DFL] together with some standard results about the solutions of ASD and pseudo-holomorphic curve equations. As in the previous section, $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$ are fixed as in Subsection 2.1, and we fix Lagrangian 3-manifolds associated to these pairs that have transversal intersection and the claim of Lemma 2.56 holds. We continue to drop $h$ and $h^{\prime}$ from our notations for the 3-manifolds Lagrangians, and denote them by $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$.

### 5.1 Review of the results of [DFL] on regularity and compactness

The following compactness theorem from [DFL, Theorem 3] can be regarded as a common generalization of Uhlenbeck and Gromov compactness theorems to moduli spaces of solutions to the mixed equation.

Theorem 5.1. Suppose $\mathfrak{q}=(X, V, S, \mathcal{M}(\Sigma, F), \mathbb{L})$ is a quintuple as in Subsection 3.1. There is a constant $\hbar$ such that the following holds. Suppose $\left\{\left(A_{i}, u_{i}\right)\right\}$ is a sequence of solution of the mixed equation (3.2) associated to $\mathfrak{q}$ such that

$$
\mathcal{E}\left(A_{i}, u_{i}\right) \leq \kappa
$$

for a fixed constant $\kappa$. Then there are
(i) a subsequence $\left\{\left(A_{i}^{\pi}, u_{i}^{\pi}\right)\right\}$ of $\left\{\left(A_{i}, u_{i}\right)\right\}$,
(ii) a solution of the mixed equation $\left(A_{0}, u_{0}\right)$ for the quintuple $\mathfrak{q}$,
(iii) finite sets $\sigma_{-} \subset \operatorname{int}(X), \sigma_{\partial} \subset \gamma$ and $\sigma_{+} \subset S \backslash \gamma$,
such that the following holds.
(i) The pair $\left(A_{0}, u_{0}\right)$ satisfies the energy bound

$$
\mathcal{E}\left(A_{0}, u_{0}\right) \leq \limsup _{i} \mathcal{E}\left(A_{i}, u_{i}\right)
$$

If any of the sets $\sigma_{-}, \sigma_{\partial}$ and $\sigma_{+}$is nonempty, then the above inequality can be improved by subtracting $\hbar$ from the right hand side.
(ii) $u_{i}^{\pi}$ is $C^{\infty}{ }_{-}$convergent to $u_{0}$ on any compact subspace of $S \backslash\left(\sigma_{+} \cup \sigma_{\partial}\right)$.
(iii) There are gauge transformations $g_{i}^{\pi}$ defined over $X \backslash\left(\sigma_{\partial} \times \Sigma \cup \sigma_{-}\right)$such that $\left(g_{i}^{\pi}\right)^{*} A_{i}^{\pi}$ is $C^{\infty}$ convergent to $A_{0}$ on any compact subspace of $X \backslash\left(\sigma_{\partial} \times \Sigma \cup \sigma_{-}\right)$.

In the above theorem, one should think about $\sigma_{-}, \sigma_{+}$and $\sigma_{\partial}$ as the sets where the bubbling phenomenon happens. We have bubbling of the ASD equation on $\sigma_{-}$, bubbling of the holomorphic curve equation on $\sigma_{+}$and mixed bubbling on $\sigma_{\partial}$. We need a slightly more general version of this compactness theorem where the mixed equation is perturbed by terms similar to the perturbation terms that appear in (3.22). To be more specific, we consider a generalization of the mixed equation where holomorphic equation part of the mixed equation is defined using a family of domain dependent almost complex structures and the ASD equation is deformed by holonomy perturbations. We shall make the precise type of such perturbations clear in the subsequent section. For now, we just point out that we only consider perturbations that in a neighborhood of $\gamma$ in $S$ the almost complex structure is the standard one $J_{*}$, and in a neighborhood of $\gamma \times \Sigma$ in $X$, the holonomy perturbation of the ASD equation is trivial. We call any such perturbation a standard perturbation of the mixed equation, which is trivial in a neighborhood of the matching line.

Theorem 5.2. Suppose $\mathfrak{q}=(X, V, S, \mathcal{M}(\Sigma, F), \mathbb{L})$ is given as in Theorem 5.1. Suppose the mixed equation associated to $\mathfrak{q}$ is deformed by a standard perturbation, which is trivial in a neighborhood of the matching line, and $\left\{\left(A_{i}, u_{i}\right)\right\}$ is a sequence of solutions to the perturbed mixed equation. Then the same claim as in Theorem 5.1 holds except that the last part of the claim should be replaced with
(iii)' There are gauge transformations $g_{i}^{\pi}$ defined over $X \backslash\left(\sigma_{\partial} \times \Sigma \cup \sigma_{-}\right)$such that for any $p$, the connections $\left(g_{i}^{\pi}\right)^{*} A_{i}^{\pi}$ are $L_{1}^{p}$ convergent to $A_{0}$ on any compact subspace of $X \backslash\left(\sigma_{\partial} \times \Sigma \cup \sigma_{-}\right)$. This convergence can be improved to $C^{\infty}$ if $\sigma_{-}$is empty.

Proof. Theorem 5.1 has a local nature. First, one obtains a compactness theorem for nice neighborhoods of points in $\operatorname{int}(X), \gamma$ and $S \backslash \gamma$. (By a neighborhood around a point $p \in \gamma$, we mean the disjoint union of a neighborhood of $\{p\} \times \Sigma$ in $X$ and a neighborhood of $p$ in $S$.) A neighborhood around a given point is nice if $\left.\| F_{A_{i}}\right) \|_{L^{2}}$ and $\left\|\nabla u_{i}\right\|_{L^{2}}$ are universally bounded by a specific constant $\hbar$ in the neighborhood. Then a patching argument as in [DK90, Chapter 4] allows us to obtain the global compactness theorem. As a result the argument of the proof of Theorem 5.1 can be easily adapted to prove this variation. For points in $\gamma$, we may use the assumption to find neighborhoods where the ASD equation is not deformed and the
chosen family of complex structures on $\mathcal{M}(\Sigma, F)$ is the constant family given by $J_{*}$. For points in $S \backslash \gamma$, we may find neighborhoods contained in $S \backslash \gamma$ where we can use the Gromov compactness theorem for the pseudo-holomorphic curve equation with respect to a domain dependent almost complex structure (see, for example, [Gro85]). For points in int $(X)$, we may use compactness theorem for the deformation of the ASD equation (see [Uh182a, Uh182b, DK90, Kro05]). Here due to the non-local nature of holonomy perturbations one can only obtain $L_{1}^{p}$ convergence in the presence of bubbles. A detailed treatment of this issue can be found in [Kro05] (in the more general case of $\mathbf{P U}(N)$-connections.)

Next, we turn to regularity of solutions of the mixed equation. First we focus on quintuples which capture all novel issues for the moduli of solutions to the mixed equation. Suppose $B_{r}$ is the unit disc of radius $r$ centered at the origin in the $(s, \theta)$-plane, and $D_{+}(r), D_{-}(r)$ denote the intersections with the half planes $s \geq 0$ and $s \leq 0$. Let also $U_{\partial}(r)$ denote the intersection of $D_{+}(r)$ and $D_{-}(r)$. Consider the quintuple

$$
\mathfrak{Q}(r):=\left(D_{-}(r) \times \Sigma, D_{-}(r) \times F, D_{+}(r), \mathcal{M}(\Sigma, F), \emptyset\right) .
$$

The standard metric on $D_{-}(r)$ and the fixed metric on $\Sigma$ induce the product metric on $D_{-}(r) \times \Sigma$. Suppose ( $A, u$ ) is a solution of the mixed equation (3.4) associated to the quintuple $\mathfrak{Q}(r)$ such that $A$ satisfies the Coulomb gauge fixing condition

$$
\begin{equation*}
d_{A_{0}}^{*}\left(A-A_{0}\right)=0,\left.\quad *\left(A-A_{0}\right)\right|_{U_{\partial}(r) \times \Sigma}=0 . \tag{5.3}
\end{equation*}
$$

Here $A_{0}$ is an auxiliary smooth connection on $D_{-}(r) \times \Sigma$. The following is Theorem 1 in [DFL].
Theorem 5.4. Suppose $p>2$ and $(A, u)$ is an $L_{1}^{p}$ solution of the mixed equation associated to $\mathfrak{Q}(r)$ satisfying (5.3). Then $(A, u)$ is smooth.

Suppose that $(A, u)$ is a solution of the mixed equation given as in the statement of Proposition 3.6. Let $x$ be a point in the matching line $U_{\partial}$, and $D_{-}(r) \times \Sigma$ (resp. $D_{+}(r)$ ) is a neighborhood of $\{x\} \times \Sigma$ (resp. $x$ ) which embeds into $X$ (resp. $S$ ). For a fixed $2<p<4$, we may find an $L_{2}^{p}$ gauge transformation $h$ and a smooth connection $A_{0}$ on $D_{-}(r) \times \Sigma$ such that $h^{*} A$ satisfies (5.3) with respect to the connection $A_{0}$. Then $\left(\left.h^{*} A\right|_{D_{-}(r) \times \Sigma},\left.u\right|_{D_{+}(r)}\right)$ satisfies the assumptions of Theorem 5.4, and hence this pair is smooth. Standard regularity results for the solutions of the ASD equation (perturbed by a holonomy perturbation) and pseudo-holomorphic curves (with respect to a domain dependent almost complex structure) allow us to obtain similar results for the interior points of $X$ and $S$. Thus, $u$ is smooth and for any point $x \in X$, there is a gauge transformation $g$ on a neighborhood of $x$ such that $\widetilde{A}:=g^{*} A$ is smooth. We may use the patching argument of [DK90] to obtain a global gauge transformation $g$ on $X$ such that $g^{*} A$ is smooth.

In the process of the construction of the gauge transformation $g$, we may obtain a stronger regularity result on the the gauge theoretic end of $X$. Since the restriction of $A$ to $(-\infty,-3] \times Y_{\#}$ is an ASD connection, we may find a gauge transformation $h$ on this end and a connection $\alpha$ representing an element of $\mathfrak{C}_{G}$ such that $h^{*} A-\pi_{\#}^{*}(\alpha)$ is in $L_{l}^{2}$ for any $l$ [Don02, Chapter 4]. Since the Lagrangians $L(Y, E)$ and $L\left(Y^{\prime}, E^{\prime}\right)$ intersect transversely, there is $\beta \in \mathfrak{C}_{S}$ such that $u(s, \theta) \rightarrow \beta$ as $s \rightarrow \infty$ and the restriction of $d u$ to the symplectic end $[3, \infty) \times[-1,1]$ is in $L_{l-1}^{2}$ for the given $l$ [Flo88c]. This verifies all parts of Proposition 3.6 except the last part about the behavior of the solutions of the mixed equation on the mixed ends, which will be taken up in Subsection 5.3. In fact, the same argument proves the generalization of these parts of Proposition 3.6 in the case that the mixed equation in (3.4) is perturbed by a standard perturbation, which is trivial in a neighborhood of the matching line.

### 5.2 Mixed Chern-Simons functional

We start this part by defining the 3-dimensional analogue of the configuration space of mixed pairs. Suppose $c_{0}$ denotes one of the connected components of $L(Y, E)$. Let $\mathbf{A}_{c_{0}}(Y, E)$ be the space of all pairs $(B, q)$ where $B$ is an $L_{l}^{2}$ connections on the bundle $E$ over $Y$, and $q:[0,2] \rightarrow \mathcal{M}(\Sigma, F)$ is an $L_{l}^{2}$ path such that the restriction of $B$ to $\partial Y=\Sigma$ is flat and represents the flat connection $q(0)$, and $q(2)$ belongs to the connected component $c_{0}$ of $\mathcal{M}(\Sigma, F)$. The space of $L_{l+1}^{2}$ automorphisms of the bundle $E$ acts on $\mathbf{A}_{c_{0}}(Y, E)$ in the obvious way, and we let $\mathbf{B}_{c_{0}}(Y, E)$ be the quotient space. A pair $(B, q)$ representing an element of $\mathbf{B}_{c_{0}}(Y, E)$ is called a flat mixed pair if $q$ is a constant map to an element $z \in L(Y, E)$ and $B$ represents $z$. In particular, $B$ satisfies the equation

$$
*_{3} F_{B}+\nabla_{B} h=0,
$$

and the subspace of $\mathbf{B}_{c_{0}}(Y, E)$ given by flat mixed pairs can be identified with the connected component $c_{0}$ of $L(Y, E)$.

Fix an arbitrary flat mixed pair $\left(B_{0}, q_{0}\right) \in \mathbf{A}_{c_{0}}(Y, E)$. Given $(B, q) \in \mathbf{A}_{c_{0}}(Y, E)$, there is a connection $A$ on $[-1,1] \times Y$ and a map $u:[0,2] \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ such that
(i) $\left.A\right|_{\{-1\} \times Y}=B$ and $\left.A\right|_{\{1\} \times Y}=B_{0}$;
(ii) $\left.u\right|_{[0,2] \times\{-1\}}=q$ and $\left.u\right|_{[0,2] \times\{1\}}=q_{0}$;
(iii) $\left.q\right|_{\{2\} \times I} \subset L(Y, E)$;
(iv) For any $\theta \in[-1,1],\left.A\right|_{\Sigma \times\{\theta\}}$ is flat and represents $u(0, \theta)$.

Define the mixed Chern-Simons of the pair $(B, q)$ as

$$
\begin{equation*}
C S_{h}(B, q)=\frac{1}{8 \pi^{2}} \int_{[-1,1] \times Y} \operatorname{tr}\left(\left(F_{A}+*_{3} \nabla_{A_{t}} h\right) \wedge\left(F_{A}+*_{3} \nabla_{A_{t}} h\right)\right)+\frac{1}{4 \pi^{2}} \int_{[0,2] \times[-1,1]} u^{*} \Omega, \tag{5.5}
\end{equation*}
$$

where $A_{t}$ denotes the restriction of $A$ to $\{t\} \times Y_{0}$. A priori, the value of $C S_{h}(B, q)$ depends on $(A, u)$. However, the following lemma asserts that $C S_{h}(B, q)$ does not change by a local deformation of $(A, u)$.

Lemma 5.6. The mixed Chern-Simons functional $C S_{h}(B, q)$ depends only on the homotopy class of the path $\theta \in[-1,1] \rightarrow\left[\left.A\right|_{\{\theta\} \times Y},\left.u\right|_{[0,2] \times\{\theta\}}\right] \in \mathbf{B}_{c_{0}}(Y, E)$ among the paths from $[B, q]$ to $c_{0}$.

Proof. As in Lemma 3.11, if we vary $(A, u)$ while preserving $\left(\left.A\right|_{\{ \pm 1\} \times Y},\left.u\right|_{[0,2] \times\{ \pm 1\}}\right)$, the expression on the left hand side of (5.5) does not change. Next, note that for any path $\gamma:[-1,1] \rightarrow L(Y, E)$ there is a pair $(A, u)$ satisfying (i)-(iv) such that for $(s, \theta) \in[0,2] \times[-1,1], u(s, \theta)=\gamma(\theta)$ and $\left(A_{\{\theta\} \times Y},\left.u\right|_{\{[0,2] \times\{\theta\}}\right)$ is a flat mixed pair. For any such pair, the left hand side of (5.5) vanishes. These two observations allow us to complete the proof.

Remark 5.7. We may alter the definition of $C S_{h}(B, q)$ by dropping the terms involving $h$ from the first integrand in (5.5). Then the change in $C S_{h}(B, q)$ equals $\frac{1}{4 \pi^{2}}\left(\widetilde{h}\left(B_{0}\right)-\widetilde{h}(B)\right)$ which depends only $[B, q] \in \mathbf{B}_{c_{0}}(Y, E)$. Thus, in studying the dependence of $C S_{h}(B, q)$ on the homotopy class of the path
from $[B, q]$ to $c_{0}$, which is our next goal, we may work with this alternative definition of $C S_{h}(B, q)$ that has a simpler form. However, we keep working with our original definition $C S_{h}(B, q)$, which has a more canonical role.

To see how $C S_{h}(B, q)$ depends on the homotopy class of the path from $[B, q]$ to $c_{0}$, it is helpful to introduce an alternative characterization of the mixed Chern-Simons functional. Suppose the pair $(\widetilde{Y}, \widetilde{E})$ of a closed Riemannian 3-manifold and an $\mathrm{SO}(3)$-bundle is defined in the same way as $\left(Y_{\#}, E_{\#}\right)$ in Subsection 2.1 except that we replace $\left(Y^{\prime}, E^{\prime}\right)$ with $(Y, E)$. In particular, we have the 3-manifold decomposition

$$
\begin{equation*}
\widetilde{Y}=Y_{0} \cup[-2,2] \times \Sigma \cup-Y_{0} . \tag{5.8}
\end{equation*}
$$

In (5.8), we slightly diverged from our convention in Subsection 2.1. The intersection of $Y_{0}$ (resp. $-Y_{0}$ ) with $[-2,2] \times \Sigma$ is $\{-2\} \times \Sigma$ (resp. $\{2\} \times \Sigma$ ), and we identify $Y$ with the subset $Y_{0} \cup[-2,0] \times \Sigma$ of $\widetilde{Y}$. There is an obvious orientation reversing involution $\iota: \widetilde{Y} \rightarrow \widetilde{Y}$, and the Riemannian metric on $\widetilde{Y}$ is invariant with respect to this involution.

The function $h: \mathcal{B}(Y, E) \rightarrow \mathbf{R}$ induces a function $\widetilde{h}$ on the space of connections on $\widetilde{E}$ whose value at a connection $B$ on $\widetilde{E}$ depends only on the gauge equivalence class of $B$ over $Y_{0}$ and $-Y_{0}$. Any connection $\widetilde{B}$ on $\widetilde{Y}$ induces connections $B$ and $B^{\prime}$ on $Y_{0}$ and $-Y_{0}$, and $\widetilde{h}(\widetilde{B})$ is equal to $h(B)-h\left(B^{\prime}\right)$. We perturb the Chern-Simons functional of the closed pair $(\widetilde{Y}, \widetilde{E})$ using $\widetilde{h}$. This induces a perturbation of the flat equation on the space of connections on $\widetilde{E}$ as

$$
\begin{equation*}
\phi_{h}(\widetilde{B})=*_{3} F_{\widetilde{B}}+\nabla_{\widetilde{B}} \widetilde{h} \tag{5.9}
\end{equation*}
$$

in the same way as in (2.44), which satisfies $\phi_{h} \circ \iota^{*}=-\iota^{*} \circ \phi_{h}$. The solutions of (5.9), $\mathfrak{C}(\widetilde{Y}, \widetilde{E})$, can be identified with the intersection of $L(Y, E)$ with itself, and hence, is equal to $L(Y, E)$.

Let $(A, u)$ be a pair as above which connects $(B, q)$ to a flat mixed pair $\left(B_{0}, q_{0}\right)$. We may use $(A, u)$ to define a connection $\widetilde{A}$ on $[-1,1] \times \widetilde{Y}$. First we regard $A$ as a connection on $[-1,1] \times Y \subset[-1,1] \times \widetilde{Y}$. By applying a gauge transformation to $A$ if necessary, we can assume that the $d \theta$ component of $A$ on $[-1,1] \times\{0\} \times \Sigma \subset[-1,1] \times Y$ and the $d s$ component of $A$ on $[-1,1] \times[-2,0] \times \Sigma \subset[-1,1] \times Y$ vanish. (As before, $s$ denotes the coordinate on the interval $[-2,0]$ and $\theta$ denotes the coordinate on $[-1,1]$.) For any $(s, \theta) \in[0,2] \times[-1,1]$, let $\alpha(s, \theta)$ be the connection on $F$ such that
(i) $\alpha(s, \theta)$ is a flat connection representing $u(s, \theta)$;
(ii) $\alpha(0, \theta)=\left.A\right|_{\{0\} \times \Sigma \times\{\theta\}}$ for any $\theta$;
(iii) $d_{\alpha(s, \theta)}^{*} \partial_{s} \alpha(s, \theta)=0$.

For any $\theta \in[-1,1], \alpha(2, \theta) \in L(Y, E)$, and we fix a representative connection $B^{\prime}(\theta)$ on $-Y_{0} \subset \widetilde{Y}$ for $\alpha(2, \theta)$ such that $B^{\prime}(\theta)$ satisfies (5.9) over $-Y_{0}$, it has a vanishing $d s$ component along the boundary of $-Y_{0}$ and $B^{\prime}(1)=\iota^{*} B_{0}$. The connections $A, \alpha(s, t)$ and $B^{\prime}(t)$ determine a connection $\widetilde{A}$ on $[-1,1] \times \widetilde{Y}$ which has vanishing $d s$ and $d \theta$ components on $[0,2] \times \Sigma \times[-1,1]$ and vanishing $d \theta$ component on $[-1,1] \times-Y_{0}$. Although $\widetilde{A}$ might not be smooth, it is in $L_{1}^{p}$ for any $p$.

Lemma 5.10. Suppose $C S_{h}(B, q)$ is defined using $(A, u)$. Then we have

$$
\begin{equation*}
C S_{h}(B, q)=\frac{1}{8 \pi^{2}} \int_{[-1,1] \times \widetilde{Y}} \operatorname{tr}\left(\left(F_{\widetilde{A}}+*_{3} \nabla_{\widetilde{A}_{\theta}} \widetilde{h}\right) \wedge\left(F_{\widetilde{A}}+*_{3} \nabla_{\widetilde{A}_{\theta}} \widetilde{h}\right)\right) . \tag{5.11}
\end{equation*}
$$

Here $\widetilde{A}_{\theta}$ denotes the restriction of $\widetilde{A}$ to $\left.\widetilde{\{ } \theta\right\} \times Y$.

Proof. It is clear that the restriction of the integrand in (5.11) vanishes over $[-1,1] \times-Y_{0}$, and its restriction over $I \times Y$ integrates to the first term on the right hand side of (5.5). Thus (5.11) follows if we show that

$$
\begin{equation*}
\int_{[-1,1] \times[0,2] \times \Sigma} \operatorname{tr}\left(F_{\widetilde{A}} \wedge F_{\widetilde{A}}\right)=2 \int_{[0,2] \times[-1,1]} u^{*} \Omega . \tag{5.12}
\end{equation*}
$$

The restriction of $F_{\widetilde{A}}$ to $[-1,1] \times[0,2] \times \Sigma$ of $[-1,1] \times \widetilde{Y}$ is given by $d s \wedge \partial_{s} \alpha(s, \theta)+d \theta \wedge \partial_{\theta} \alpha(s, \theta)$. Now it is easy to verify (5.12) using (iii) and the fact that $\partial_{s} \alpha(s, \theta)$ and $\partial_{\theta} \alpha(s, \theta)$ are $d_{\alpha(s, \theta)}$ closed.

Let $\widetilde{B}=\widetilde{A}_{-1}$ and $\widetilde{B}_{0}=\widetilde{A}_{1}$ be given as in Lemma 5.10, and $\widetilde{b}=\widetilde{B}-\widetilde{B}_{0}$. A straightforward examination of (5.11) shows that we may integrate out the variable $\theta$ in (5.11). After using the assumption that $*_{3} \nabla_{\widetilde{B}_{0}} \widetilde{h}$ equals $-F_{\widetilde{B}_{0}}$, we have

$$
\begin{equation*}
\left.C S_{h}(B, q)=\frac{1}{8 \pi^{2}} \int_{\widetilde{Y}} \operatorname{tr}\left(2 \widetilde{b} \wedge F_{\widetilde{B}_{0}}+\widetilde{b} \wedge d_{\widetilde{B}_{0}} \widetilde{b}+\frac{2}{3} \widetilde{b} \wedge \widetilde{b} \wedge \widetilde{b}\right)\right)+\frac{1}{4 \pi^{2}}\left(\widetilde{h}(\widetilde{B})-\widetilde{h}\left(\widetilde{B}_{0}\right)\right) \tag{5.13}
\end{equation*}
$$

Note that $\widetilde{B}$ is essentially determined by $(B, q)$. The restriction of $\widetilde{B}$ to $Y$ is $B$, and its restriction to $[0,2] \times \Sigma$ is given by the flat connections $\alpha(s)$ for $s \in[0,2]$, which are uniquely determined by
(i) $\alpha(s)$ is a flat connection representing $q(s)$;
(ii) $\alpha(0)=\left.B\right|_{\{0\} \times \Sigma}$;
(iii) $d_{\alpha(s)}^{*} \partial_{s} \alpha(s)=0$.

The only ambiguity in determining $\widetilde{B}$ is to pick a representative $B^{\prime}$ for $\alpha(2)$ over $-Y_{0}$. In particular, any two different choices for $\widetilde{B}$ are related to each other by applying an element of $\mathcal{G}(\widetilde{E})$ and then possibly the involution $\iota$, defined as in Subsection 2.4 using the decomposition of $\widetilde{Y}$ as $Y \cup-Y$. In particular, $\widetilde{B}$ as an element of $\mathcal{B}(Y, E) / \iota$, completed with respect to the Sobolev norm $L_{1}^{2}$, is well-defined.

The following proposition shows that $2 C S_{h}$ as a map $\mathbf{B}_{c_{0}}\left(Y_{0}, E\right) \rightarrow \mathbf{R} / \mathbf{Z}$ is well-defined.
Proposition 5.14. The value of $2 C S_{h}(B, q)$ mod integers depends only on $[B, q] \in \mathbf{B}_{c_{0}}(Y, E)$ and is independent of the choice of the mixed pair $(A, u)$.

Proof. Suppose $(A, u)$ and $\left(A^{\prime}, u^{\prime}\right)$ are two pairs as above connecting a flat mixed pair $\left(B_{0}, q_{0}\right)$ to $(B, q)$ and $\left(g^{*} B, q\right)$ for a gauge transformation $g \in \mathcal{G}(E)$. Suppose also $\widetilde{A}$ and $\widetilde{A^{\prime}}$ are defined in the same way as above. Suppose $\widetilde{B}$ and $\widetilde{B}^{\prime}$ denote the restrictions of $\widetilde{A}$ and $\widetilde{A}^{\prime}$ to $\{-1\} \times \widetilde{Y}$. Then $\widetilde{B}$ and $\widetilde{B}^{\prime}$ over the
subspaces $Y$ and $-Y$ of $\widetilde{Y}$ are gauge equivalent to each other using elements of $\mathcal{G}(E)$. Thus $\widetilde{B}$ and $\widetilde{B}^{\prime}$ are equivalent to each other either using a determinant one gauge transformation or the composition of a gauge transofmration with an in involution $\iota$, defined as in Subsection 2.4 using the decomposition of $\widetilde{Y}$ as $Y \cup-Y$. In the first case, we can glue $\widetilde{A}$ and $\widetilde{A}^{\prime}$ to define an $\mathrm{SO}(3)$ connection $\widehat{A}$ on $S^{1} \times \widetilde{Y}$ whose $w_{2}$ is the the pullback of $w_{2}(\widetilde{E})$. We also have

$$
\begin{align*}
C S_{h}(B, q)-C S_{h}\left(g^{*} B, q\right) & =\frac{1}{8 \pi^{2}} \int_{S^{1} \times \widetilde{Y}} \operatorname{tr}\left(\left(F_{\widehat{A}}+*_{3} \nabla_{\widehat{A}_{\theta}} \widetilde{h}\right) \wedge\left(F_{\widehat{A}}+*_{3} \nabla_{\widehat{A}_{\theta}} \widetilde{h}\right)\right) \\
& =\frac{1}{8 \pi^{2}} \int_{S^{1} \times \widetilde{Y}} \operatorname{tr}\left(F_{\widehat{A}} \wedge F_{\widehat{A}}\right) . \tag{5.15}
\end{align*}
$$

The last identity is a consequence of the Stokes theorem. In general, (5.15) equals $-p_{1}(\widehat{E}) / 4$, where $\widehat{E}$ denotes the underlying $S O(3)$-bundle of $\widehat{E}$. Therefore, (5.15) is an integer because $w_{2}(\widehat{A})$ is the pullback of $w_{2}(\widetilde{E})$. A similar argument can be applied to the second case with the difference that $w_{2}(\widehat{A})$ is the sum of the Poincaré dual of $\Sigma_{0}$ (one of the connected components of $\Sigma$ ) and the pullback of $w_{2}(E)$. Thus (5.15) is a half integer in the second case.

The following lemma, which gives a relation between the mixed Chern-Simons functional and its gradient, plays a crucial role in showing that the solutions of the mixed equation satisfies an exponential decay on cylindrical ends.

Lemma 5.16. There is a positive constant $\kappa$ and a neighborhood $U$ of the space of flat mixed pairs of $\mathbf{B}_{c_{0}}(Y, E)$ such that the following holds. There is a real lift $\widetilde{C S}_{h}(B, q)$ of $C S_{h}(B, q)$ for any $[B, q] \in U$ such that

$$
\begin{equation*}
\widetilde{C S}(B, q) \leq \kappa\left(\left\|F_{B}+*_{3} \nabla_{B} h\right\|_{L^{2}(Y)}^{2}+\|d q\|_{L^{2}([0,1])}^{2}\right) \tag{5.17}
\end{equation*}
$$

This lemma is an (infinite dimensional) instance of a general property for Morse-Bott functions. Suppose $f: M \rightarrow \mathbf{R}$ is a function on a finite dimensional manifold and $\mathfrak{C} \subset M$ is a submanifold of $M$ which gives a connected component of the critical points of $f$ consisting of Morse-Bott critical points. Then there are a constant $C$ and a neighborhood $U$ of $\mathfrak{C}$ such that for any $x \in U$ we have

$$
\left|f(x)-f_{0}\right| \leq C|\nabla f(x)|^{2},
$$

where $f_{0}$ is the value of $f$ on $C$.

Proof. This lemma can be proved using an analogous result which holds for the Chern-Simons functional of connections on closed 3-manifolds. Define the configuration space of connections $\mathcal{B}(\widetilde{Y}, \widetilde{E})$ using the $L_{1}^{2}$ norm. Fix a connection $\widetilde{B}_{0}$ satisfying (5.9) and for a connection $\widetilde{B}=\widetilde{B}_{0}+\widetilde{b}$ on the bundle $\widetilde{E}$ over $\widetilde{Y}$, representing an element of $\mathcal{B}(\widetilde{Y}, \widetilde{E})$, define

$$
\begin{equation*}
C S_{h}(\widetilde{B}):=\frac{1}{8 \pi^{2}} \int_{\widetilde{Y}} \operatorname{tr}\left(\widetilde{b} \wedge d_{\widetilde{B}_{0}} \widetilde{b}+\frac{2}{3} \widetilde{b} \wedge \widetilde{b} \wedge \widetilde{b}\right)+\frac{1}{4 \pi^{2}} \int_{0}^{1} d t \int_{\widetilde{Y}} \operatorname{tr}\left(\widetilde{b} \wedge\left(*_{3}\left(\nabla_{\widetilde{B}_{0}+t \tilde{b}} \widetilde{h}-\nabla_{\widetilde{B}_{0}} \widetilde{h}\right)\right)\right) . \tag{5.18}
\end{equation*}
$$

Note that this definition agrees with the left hand side of the expression in (5.13). The critical points of the Chern-Simons functional $C S_{h}$ satisfy (5.9). In fact, with the same argument as in Proposition 5.14,
$2 C S_{h}$ induces a map $\mathcal{B}(\widetilde{Y}, \widetilde{E}) / \iota \rightarrow \mathbf{R} / \mathbf{Z}$, and the critical locus of this functional, denoted by $\mathfrak{C}(\widetilde{Y}, \widetilde{E})$, can be identified with $L(Y, E)$. A similar argument as in Lemma 2.47 shows that for any $\widetilde{B}_{0}$ representing an element of $\mathfrak{C}(\widetilde{Y}, \widetilde{E}) \cong L(Y, E)$, the vector space

$$
\begin{equation*}
\mathcal{H} \frac{1}{\widetilde{h}}\left(\widetilde{Y} ; \widetilde{B}_{0}\right):=\left\{\widetilde{b} \in \Omega^{1}(\widetilde{Y}, \widetilde{E}) \mid d_{\widetilde{B}_{0}}^{*} \widetilde{b}=0, * d_{\widetilde{B}_{0}}(\widetilde{b})+\operatorname{Hess}_{\widetilde{B}_{0}} \widetilde{h}(\widetilde{b})=0\right\} \tag{5.19}
\end{equation*}
$$

is isomorphic to the tangent space of $\mathfrak{C}(\widetilde{Y}, \widetilde{E})$ at $\widetilde{B}_{0}$. That is, the Chern-Simons functional $C S_{h}$ of $(\widetilde{Y}, \widetilde{E})$ is Morse-Bott.

Suppose $\widetilde{U}$ is the subspace of $\mathcal{B}(\widetilde{Y}, \widetilde{E}) / \iota$ represented by connections $\widetilde{B}$ of the form $\widetilde{B}_{0}+\widetilde{b}$ where $\widetilde{B}_{0}$ represents an element of $\mathfrak{C}(\widetilde{Y}, \widetilde{E}),\|\widetilde{b}\|_{L_{1}^{2}}<\varepsilon^{\prime}, d_{\widetilde{B}_{0}}^{*} \widetilde{b}=0$ and $\widetilde{b}$ is $L^{2}$ orthogonal to $\mathcal{H} \frac{1}{\widetilde{h}}\left(\widetilde{Y} ; \widetilde{B}_{0}\right)$. A straightforward application of implicit function theorem shows for $\varepsilon^{\prime}$ small enough, $\widetilde{U}$ determines an open neighborhood of $\mathfrak{C}(\widetilde{Y}, \widetilde{E})$, and the representation of an element of $\widetilde{U}$ as $\widetilde{B}_{0}+\widetilde{b}$ is unique up to the action of the gauge group. In particular, (5.18) gives a well-defined real valued function on $\widetilde{U}$. Moreover, there is a universal constant $\delta_{1}$ such that

$$
\begin{equation*}
\delta_{1}\|\widetilde{b}\|_{L_{1}^{2}(\widetilde{Y})} \leq\left\|d_{\widetilde{B}_{0}} \widetilde{b}+*_{3} \operatorname{Hess}_{\widetilde{B}_{0}} \widetilde{h}(\widetilde{b})\right\|_{L^{2}(\widetilde{Y})} . \tag{5.20}
\end{equation*}
$$

This follows from the fact that the Chern-Simons functional $C S_{h}$ of $(\widetilde{Y}, \widetilde{E})$ is Morse-Bott. The constant $\delta_{1}$ can be made independent of $\widetilde{B}_{0}$ because $\mathfrak{C}(\widetilde{Y}, \widetilde{E})$ is compact.

The inequality in (5.20) allows us to control the $L_{1}^{2}$ norm of $\widetilde{b}$ by the norm of the gradient of the perturbed Chern-Simons functional $C S_{h}$. We have

$$
\begin{aligned}
\left\|F_{\widetilde{B}}+*_{3} \nabla_{\widetilde{B}} \widetilde{h}\right\|_{L^{2}} & =\left\|\left(F_{\widetilde{B}}+*_{3} \nabla_{\widetilde{B}} \widetilde{h}\right)-\left(F_{\widetilde{B}_{0}}+*_{3} \nabla_{\widetilde{B}_{0}} \widetilde{h}\right)\right\|_{L^{2}} \\
& \geq\left\|d_{\widetilde{B_{0}}} \widetilde{b}+*_{3} \operatorname{Hess}_{\widetilde{B}_{0}} \widetilde{h}(\widetilde{b})\right\|_{L^{2}}-\|\widetilde{b} \wedge \widetilde{b}\|_{L^{2}}-\left\|\nabla_{\widetilde{B}} \widetilde{h}-\nabla_{\widetilde{B}_{0}} \widetilde{h}-\operatorname{Hess}_{\widetilde{B}_{0}} \widetilde{h}(\widetilde{b})\right\|_{L^{2}} .
\end{aligned}
$$

Since we have

$$
\begin{aligned}
\left\|\nabla_{\widetilde{B}} \widetilde{h}-\nabla_{\widetilde{B}_{0}} \widetilde{h}-\operatorname{Hess}_{\widetilde{B}_{0}} \widetilde{h}(\widetilde{b})\right\|_{L^{2}} & \leq\left\|\left(\int_{0}^{1} \operatorname{Hess}_{\widetilde{B}_{0}+\tau t h} \widetilde{h}(\widetilde{b}) d t\right)-\operatorname{Hess}_{\widetilde{B}_{0}} \widetilde{h}(\widetilde{b})\right\|_{L^{2}}, \\
& \leq\left(\int_{0}^{1}\left\|\operatorname{Hess}_{\widetilde{B}_{0}+\tau t} \widetilde{h}-\operatorname{Hess}_{\widetilde{B}_{0}} \widetilde{h}\right\|_{L^{2}} d t\right)\|\widetilde{b}\|_{L^{2}},
\end{aligned}
$$

Corollary 6.2 implies that after decreasing the value of $\delta_{1}$ and shrinking $\widetilde{U}$ we have

$$
\begin{aligned}
\left\|F_{\widetilde{B}}+*_{3} \nabla_{\widetilde{B}} \widetilde{h}\right\|_{L^{2}} & \geq \delta_{1}\|\widetilde{b}\|_{L_{1}^{2}}-\|\widetilde{b}\|_{L^{4}}^{2} \\
& \geq\left(\delta_{1}-\|\widetilde{b}\|_{L^{4}}\right)\|\widetilde{b}\|_{L_{1}^{2}} .
\end{aligned}
$$

Thus, if $\varepsilon^{\prime}$ is small enough, then there is a constant $\kappa_{0}$ such that

$$
\begin{equation*}
\|\widetilde{b}\|_{L_{1}^{2}(\widetilde{Y})} \leq \kappa_{0}\left\|F_{\widetilde{B}}+*_{3} \nabla_{\widetilde{B}} \widetilde{h}\right\|_{L^{2}(\widetilde{Y})} . \tag{5.21}
\end{equation*}
$$

The Chern-Simons functional of $\widetilde{B}$ in (5.18) can be bounded in the following way:

$$
\begin{align*}
C S_{h}(\widetilde{B}) & \leq \frac{1}{8 \pi^{2}}\left|\int_{\widetilde{Y}} \operatorname{tr}\left(\widetilde{b} \wedge d_{\widetilde{B}_{0}} \widetilde{b}+\frac{2}{3} \widetilde{b} \wedge \widetilde{b} \wedge \widetilde{b}\right)\right|+\frac{1}{4 \pi^{2}} \int_{0}^{1} d t\left|\int_{\widetilde{Y}} \operatorname{tr}\left(\widetilde{b} \wedge\left(*_{3}\left(\nabla_{\widetilde{B}_{0}+t b_{b}} \widetilde{h}-\nabla_{\widetilde{B}_{0}} \widetilde{h}\right)\right)\right)\right| \\
& \leq C\left(\|\widetilde{b}\|_{L^{2}(\widetilde{Y})}\left\|d_{\widetilde{B}_{0}} \widetilde{b}\right\|_{L^{2}(\widetilde{Y})}+\|\widetilde{b}\|_{L^{3}(\widetilde{Y})}^{3}+\|\widetilde{b}\|_{L^{2}(\widetilde{Y})}^{2}\right) \\
& \leq \kappa\left\|F_{\widetilde{B}}+*_{3} \nabla_{\widetilde{B}} \widetilde{h}\right\|_{L^{2}(\widetilde{Y})}^{2}, \tag{5.22}
\end{align*}
$$

where the second inequality follows from the general property of cylinder functions which is stated in part (ii) of Proposition 6.1:

$$
\left\|\nabla_{\widetilde{B}} \widetilde{h}-\nabla_{\widetilde{B}^{\prime}} \widetilde{h}\right\|_{L^{2}} \leq C\left\|B-B^{\prime}\right\|_{L^{2}}
$$

The last inequality in (5.22) is a consequence of (5.21) and the assumption that $\varepsilon^{\prime}$ is small enough.
The upper bound on $C S_{h}(\widetilde{B})$ in (5.22) for a connection $\widetilde{B}$ on $\widetilde{E}$ allows us to verify our main claim. There is a neighborhood $U$ of flat mixed pairs such that for any $[B, q]$, the associated element $[\widetilde{B}]$ belongs to $\widetilde{U}$. Since we have $C S_{h}([B, q])=C S_{h}(\widetilde{B})$ and

$$
\left\|F_{\widetilde{B}}+*_{3} \nabla_{\widetilde{B}} \widetilde{h}\right\|_{L^{2}(\widetilde{Y})}^{2}=\left\|F_{B}+*_{3} \nabla_{B} h\right\|_{L^{2}(Y)}^{2}+\|d q\|_{L^{2}([0,1])}^{2},
$$

(5.22) gives us the desired inequality in (5.17).

### 5.3 Exponential decay

Our next goal is to show that the solutions of the mixed equation for the special quintuples have exponential decay on the mixed ends. This subsection follows a similar scheme as the proofs of the the corresponding results in the context of Yang-Mills gauge theory in [Don02, Section 4]. To obtain the desired exponential decay results and complete the proof of Proposition 3.6, we may focus on solutions of the mixed equation on the cylinder quintuple, which is introduced in Subsection 4.2.1.

Lemma 5.23. Suppose $c_{0}$ is a connected component of $L(Y, E)$. For any open neighborhood $U$ of the space of flat mixed pairs in $\mathbf{B}_{c_{0}}(Y, E)$, there is $\varepsilon$ such that the following holds. If $(A, u)$ is a solution of the mixed equation on the mixed cylinder $\mathfrak{c}_{(-1,1)}$ with $\mathcal{E}(A, u)<\varepsilon$, then for any $\theta \in\left(-\frac{1}{2}, \frac{1}{2}\right)$, the pair $\left(B_{\theta}, q_{\theta}\right):=\left(\left.A\right|_{\{\theta\} \times Y},\left.u\right|_{[0,2] \times\{\theta\}}\right)$ belongs to $U$.

Proof. If the claim does not hold, there is a sequence $\left(A_{i}, u_{i}\right)$ of solutions of the mixed equation on $\mathfrak{c}_{\left(-\frac{1}{2}, \frac{1}{2}\right)}$ such that $\mathcal{E}\left(A_{i}, u_{i}\right) \rightarrow 0$ as $i \rightarrow \infty$, and the class in $\mathbf{B}_{c_{0}}(Y, E)$ represented by the restriction of $\left(A_{i}, u_{i}\right)$ to $(\{0\} \times Y,[0,2] \times\{0\})$ does not belong to $U$. On the other hand, Theorem 5.2 implies that there is a subsequence $\left\{\left(A_{i}^{\pi}, u_{i}^{\pi}\right)\right\}$ and gauge transformations $g_{i}^{\pi}$ such that $\left.\left(\left(g_{i}^{\pi}\right)^{*} A_{i}^{\pi}, u_{i}^{\pi}\right)\right)$ is $C^{\infty}$ convergent to the solution $\left(A_{0}, u_{0}\right)$ of the mixed equation on $\mathfrak{c}_{\left(-\frac{1}{2}, \frac{1}{2}\right)}$. In particular, $\mathcal{E}\left(A_{0}, u_{0}\right)=0$, and after applying a gauge transofrmation $\left(A_{0}, u_{0}\right)$ is the pullback of a flat mixed pair to the quintuple $\mathfrak{c}_{\left(-\frac{1}{2}, \frac{1}{2}\right)}$, which is a contradiction.

Proposition 5.24. There are positive constants $\varepsilon, \delta_{0}$ and $C$ such that the following holds. Suppose $(A, u)$ is a solution of the mixed equation on the mixed cylinder $\mathfrak{c}_{(0, \infty)}$ such that $\mathcal{E}(A, u)<\varepsilon$. Then for any $\theta \in(1, \infty)$, we have

$$
\begin{equation*}
\left\|F_{A}+*_{3} \nabla_{A_{t}} h\right\|_{L^{2}\left(\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right) \times Y\right)}+\|d u\|_{L^{2}\left([0,2] \times\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right)\right)} \leq C e^{-\delta_{0} \theta}, \tag{5.25}
\end{equation*}
$$

where for any $t \in(0, \infty)$, as usual $A_{t}$ denotes the connection $\left.A\right|_{\{t\} \times Y_{0}}$.
Proof. Let $c_{0}$ be the connected component of $L(Y, E)$ determined by $u(2, \theta)$ for any $\theta \in(0, \infty)$. Suppose $\left(B_{\theta}, q_{\theta}\right)$ is the pair obtained by restricting $A$ and $u$ to $\{\theta\} \times Y$ and $[0,2] \times\{\theta\}$. Then $\left(B_{\theta}, q_{\theta}\right)$ are elements of $\mathbf{A}_{c_{0}}(Y, E)$. Suppose $U$ and $\kappa$ are given as in Lemma 5.16. Using Lemma 5.23, we pick $\varepsilon<\frac{1}{2}$ such that for any $\theta \in\left[\frac{1}{2}, \infty\right),\left(B_{\theta}, q_{\theta}\right)$ represents an element of $U$. Let also $\delta_{0}=\frac{1}{4 \pi^{2} \kappa}$. Define $P:(0, \infty) \rightarrow \mathbf{R}$ by

$$
P(\theta)=\frac{1}{8 \pi^{2}} \int_{(\theta, \infty) \times Y} \operatorname{tr}\left(\left(F_{A}+*_{3} \nabla_{A_{t}} h\right) \wedge\left(F_{A}+*_{3} \nabla_{A_{t}} h\right)\right)+\frac{1}{4 \pi^{2}} \int_{(\theta, \infty) \times[-1,1]} u^{*} \Omega .
$$

The assumption on $\mathcal{E}(A, u)$ implies that $P(\theta)$ is the lift of $C S_{h}\left(B_{\theta}, q_{\theta}\right)$ in $\left[0, \frac{1}{2}\right)$. Since $(A, u)$ is a solution of the mixed equation, we have

$$
\frac{d P}{d \theta}(\theta)=-\frac{1}{4 \pi^{2}}\left(\left\|F_{B_{\theta}}+*_{3} \nabla_{B_{\theta}} h\right\|_{L^{2}(Y)}^{2}+\left\|d q_{\theta}\right\|_{L^{2}([0,1])}^{2}\right) .
$$

Combining these observations and Lemma 5.16, we conclude that

$$
P \leq-4 \pi^{2} \kappa \frac{d P}{d \theta} \quad \text { for } \theta \geq \frac{1}{2}
$$

In particular, for any $\theta \geq \frac{1}{2}$, we have the following inequality which gives the desired claim:

$$
\begin{equation*}
P(\theta) \leq C e^{-\delta_{0} \theta} \tag{5.26}
\end{equation*}
$$

Here we can take $C=e^{\delta_{0} / 2} \varepsilon$, because it is greater than $e^{\delta_{0} / 2} P\left(\frac{1}{2}\right)$.
To improve the exponential decay of Proposition 5.24, we need a variation of Theorem 4.17.
Proposition 5.27. Suppose I and $J$ are respectively the intervals $(-1 / 2,1 / 2)$ and $(-1 / 4,1 / 4)$. For any $k \geq 1$, there are constants $\varepsilon_{k}$ and $C_{k}$ such that the following holds. Suppose $(A, u)$ is a solution of the mixed equation associated to the cylinder quintuple $\mathfrak{c}_{I}$ with $\mathcal{E}(A, u)<\varepsilon_{k}$. Then for any $(\zeta, \nu) \in E_{(A, u)}^{k}(I)$ we have

$$
\begin{equation*}
\|(\zeta, \nu)\|_{L_{k, A}^{2}(J)} \leq C_{k}\left(\left\|\mathcal{D}_{(A, u)}(\zeta, \nu)\right\|_{L_{k-1, A}^{2}(I)}+\|(\zeta, \nu)\|_{L^{2}(I)}\right) . \tag{5.28}
\end{equation*}
$$

where $L_{k, A}^{2}$ denotes the Sobolev norm defined using the connection $A$. In particular, only the contribution of $\zeta$ to this norm depends on $A$ and the contribution of $\nu$ is independent of $A$.

Proof. Theorem 4.17 implies that for a fixed $(A, u)$ we may find a constant $C_{k}$ such that (5.28) holds for any $(\zeta, \nu) \in E_{(A, u)}^{k}(I)$. Using Remark 4.19 and compactness of the space of flat mixed pairs, we may in fact find a constant $C_{k}^{\prime}$ which works for any $(A, u)$ which is the pullback of a flat mixed pair.

Let $C_{k}=2 C_{k}^{\prime}$. If the claim does not hold for $k$, then there is a sequence $\left\{\left(A_{i}, u_{i}\right)\right\}$ of solutions of the mixed equation associated to the quintuple $\mathfrak{c}_{I}$ such that $\mathcal{E}\left(A_{i}, u_{i}\right)<1 / i$ and there is an element of $E_{\left(A_{i}, u_{i}\right)}^{k}(I)$ for which the inequality in (5.28) fails for the pair $\left(A_{i}, u_{i}\right)$ and the constant $C_{k}$. Because of our assumption about the Sobolev norms in (5.28), changing each mixed pair $\left(A_{i}, u_{i}\right)$ by applying a gauge transformation gives us another sequence satisfying the same property. Theorem 5.2 implies that $\left(A_{i}, u_{i}\right)$, after passing to a subsequence and applying gauge transformations, is $C^{\infty}$ convergent to a mixed pair $\left(A_{0}, u_{0}\right)$ on compact subspaces of $I \times Y$ and $[0,2] \times I$. The topological energy of $\left(A_{0}, u_{0}\right)$ vanishes and hence it is the pullback of a flat mixed pair. Now, we may use Remark 4.19 to conclude that if $i$ is large enough then the inequality in (5.28) holds for $\left(A_{i}, u_{i}\right)$, which is a contradiction.

Proposition 5.29. For any non-negative integer $l$, there are positive constants $\varepsilon, \delta_{0}$ and $C$ such that the following holds. Suppose $(A, u)$ is a solution of the mixed equation on the mixed cylinder $\mathfrak{c}_{(0, \infty)}$ such that $\mathcal{E}(A, u)<\varepsilon$ and $A$ is in temporal gauge. Then there is a flat mixed pair $(B, q)$ such that for any $\theta \in(1, \infty)$ and any $k \leq l$ we have

$$
\begin{equation*}
\left|\nabla^{k}\left(A-\pi^{*} B\right)\right|_{\{\theta\} \times Y} \leq C e^{-\delta_{0} \theta}, \tag{5.30}
\end{equation*}
$$

$q_{\theta}$ is $C^{0}$-convergent to the constant map to $q$, and

$$
\begin{equation*}
\left|\nabla^{k-1}(d u)\right|_{\{\theta\} \times[0,1]} \leq C e^{-\delta_{0} \theta} \quad \text { for } 1 \leq k \leq l . \tag{5.31}
\end{equation*}
$$

Proof. Let $\delta_{0}$ be given by Proposition 5.24, and decrease the value of $\varepsilon$ in this proposition so that it becomes smaller than the constant $\varepsilon_{l+3}$ provided by Proposition 5.27. Let also $C$ be the constant given by Proposition 5.24. In the following we might increase the value of $C$ from each line to the next while keeping it independent of $(A, u)$. Suppose $\left(B_{\theta}, q_{\theta}\right)$ is given as before, and for any $\theta \in(1, \infty)$, let $A(\theta)$ and $u(\theta)$ denote the restriction of $A$ and $u$ to $\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right) \times Y$ and $[0,2] \times\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right)$. By induction on $k$, we show that for any $0 \leq k \leq l+3$ we have

$$
\begin{equation*}
\left\|\frac{d A}{d \theta}\right\|_{L_{k}^{2}\left(\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right) \times Y\right)}+\left\|\frac{d u}{d \theta}\right\|_{L_{k}^{2}\left([0,2] \times\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right)\right)} \leq C e^{-\delta_{1} \theta} . \tag{5.32}
\end{equation*}
$$

This claim in the case that $k=0$ is proved in Proposition 5.24. Assuming (5.32), we may integrate this inequality from $\theta$ to $\infty$ in the case that $k=l+3$ and show see that there is a flat mixed pair $(B, q)$ such that the claim of this proposition holds.

The derivatives $\frac{d A}{d \theta}$ and $\frac{d u}{d \theta}$ over $\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right) \times Y$ and $[0,2] \times\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right)$ define an element $(\zeta(\theta), \nu(\theta))$ of $E_{(A(\theta), u(\theta))}^{k}(I)$, where $A(\theta)$ and $u(\theta)$ are the restrictions of $A$ and $u$ to $\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right) \times Y$ and $[0,2] \times\left(\theta-\frac{1}{2}, \theta+\frac{1}{2}\right)$ and $I=\left(-\frac{1}{2}, \frac{1}{2}\right)$. The translation invariance of the mixed equation for cylinder quintuples implies that $(\zeta(\theta), \nu(\theta))$ is in the kernel of $\mathcal{D}_{(A(\theta), u(\theta))}$. In particular, Proposition 5.27 and (5.32) for $k=0$ imply that

$$
\begin{equation*}
\|(\zeta(\theta), \nu(\theta))\|_{L_{k, A(\theta)}^{2}(J)} \leq C e^{-\delta_{0} \theta} \tag{5.33}
\end{equation*}
$$

Using the induction assumption we may replace the left hand side of (5.33) with $\|(\zeta(\theta), \nu(\theta))\|_{L_{k}^{2}(J)}$. This allows us to prove (5.32) for the given $k$.
proof of Proposition 3.6. Most steps of Proposition 3.6 are already addressed in Subsection 5.1. The only missing part is the exponential decay of solutions of the mixed equation on the mixed ends of special quintuples, which follows from Proposition 5.29.

### 5.4 Compactness

We shall consider the compactness aspects of Proposition 3.26 in this section. Suppose $\left\{\left(A_{i}, u_{i}\right)\right\}$ is a sequence in $\mathbf{A}(\alpha, \beta)$ representing elements of $\mathbf{M}_{\eta}(\alpha, \beta)_{d}$ with $d \leq 1$, which does not have any subsequence convergent to an element of $\mathbf{M}_{\eta}(\alpha, \beta)_{d}$. Here $\eta$ gives a standard perturbation of the mixed equation as in (3.22), which is trivial in a neighborhood of the matching line and is provided by Proposition 3.23. In particular, $\mathbf{M}_{\eta}(\alpha, \beta)_{d}$ is empty for negative values of $d$. Since the indices of the mixed operators $\mathcal{D}_{\left(A_{i}, u_{i}\right)}$ are $d$, Proposition 3.20 implies that $\mathcal{E}\left(A_{i}, u_{i}\right)$ is constant and hence bounded. Therefore, the analytical energy terms $\mathfrak{E}\left(A_{i}, u_{i}\right)$ are also bounded, and we may apply Theorem 5.2.

Theorem 5.2 implies that after passing to a subsequence and applying gauge transformations there is a sequence, still denoted by $\left\{\left(A_{i}, u_{i}\right)\right\}$, which is convergent in a weak sense. To be more detailed, there is a solution of the mixed equation $\left(A_{0}, u_{0}\right)$ associated to the special quintuples $\mathfrak{q}_{s}$ and finite sets $\sigma_{-} \subset \operatorname{int}(X), \sigma_{\partial} \subset \gamma$ and $\sigma_{+} \subset S \backslash \gamma$ such that $\mathfrak{E}\left(A_{0}, u_{0}\right)$ is bounded, $A_{i}$ is $C^{\infty}$-convergent to $A_{0}$ on compact subspaces of $X \backslash\left(\sigma_{\partial} \times \Sigma \cup \sigma_{-}\right)$and $u_{i}$ is convergent to $u_{0}$ on compact subspaces of $S \backslash\left(\sigma_{+} \cup \sigma_{\partial}\right)$. Proposition 3.6 implies that $\left[A_{0}, u_{0}\right] \in \mathbf{M}_{\eta}\left(\alpha^{\prime}, \beta^{\prime}\right)_{d^{\prime}}$ for some choices of $\alpha^{\prime} \in \mathfrak{C}_{G}, \beta^{\prime} \in \mathfrak{C}_{S}$ and $d^{\prime} \geq 0$. To be more precise, we use adaptation of Proposition 3.6 to the perturbed mixed equation in (3.22). Since the secondary perturbations provided by by Proposition 3.23 are compactly supported, we may use the exponential decay results of the previous section to prove part (iii) of Proposition 3.6 in this more general setup. As it is mentioned in Subsection 5.1, the remaining part of this generalization of Proposition 3.6 can be proved as in the original case.

Fix $T_{0}$ such that the intersections of the the finite sets $\sigma_{-}, \sigma_{\partial}$ and $\sigma_{+}$with the subspaces

$$
\begin{equation*}
\left(-\infty,-T_{0}\right] \times Y_{\#} \quad \sqcup\left[T_{0}, \infty\right) \times Y \quad \sqcup \quad\left(-\infty,-T_{0}\right] \times Y^{\prime}, \tag{5.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[T_{0}, \infty\right) \times[-1,1] \sqcup[0,2] \times\left[T_{0}, \infty\right) \sqcup[0,2] \times\left(-\infty,-T_{0}\right], \tag{5.35}
\end{equation*}
$$

of the ends of $\mathfrak{q}_{s}$ are empty and the secondary perturbations of Proposition 3.23 on these sets are empty. For any $T \geq 2$, let $\left(A_{i}(T), u_{i}(T)\right)$ denote the restrictions of $\left(A_{i}, u_{i}\right)$ to the mixed end $((T, \infty) \times Y,[0,2] \times$ $(T, \infty))$. Then $\left(A_{i}\left(T_{0}\right), u_{i}\left(T_{0}\right)\right)$ gives a solution of the mixed equation associated to the cylinder quintuple $\mathfrak{c}_{\left(T_{0}, \infty\right)}$. There are gauge transformations $g_{i}$ over $\left(T_{0}, \infty\right) \times Y$ such that $A_{i}\left(T_{0}\right)$ is in temporal gauge. Proposition 5.29 implies that $\left(g_{i}^{*} A_{i}\left(T_{0}\right), u_{i}\left(T_{0}\right)\right)$ is exponentially asymptotic to a flat mixed pair $\left(B_{i}, q_{i}\right)$. Similarly, there is $g_{0}$ such that $\left(g_{0}^{*} A_{0}(T), u_{0}(T)\right)$ is exponentially asymptotic to a flat mixed pair $\left(B_{0}, q_{0}\right)$. Using patching arguments of [DK90, Section 4.4.2], we may assume that the gauge transformations $g_{i}$ are trivial after changing the gauge equivalence classes of connections $A_{i}$.

After passing to a further subsequence, we may assume that ( $B_{i}, q_{i}$ ) is $C^{\infty}$ convergent to a flat mixed pair $(B, q)$ because the gauge equivalence classes of flat mixed pairs is a compact set. A priori, $(B, q)$ might not be necessarily equal to ( $B_{0}, q_{0}$ ) because we only know that $A_{i}(T)-\pi^{*}\left(B_{i}\right)$ is $C^{\infty}$-convergent to $A_{0}(T)-\pi^{*}(B)$ on compact subspaces of $((T, \infty) \times Y,[0,2] \times(T, \infty))$. However, if there is $T \geq T_{0}$ such that the topological energies of $\left(A_{i}(T), u_{i}(T)\right)$ for large enough values of $i$ is less than the constant $\varepsilon$ given by Proposition 5.29, then Proposition 5.29 and the dominated convergence theorem imply that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \int_{(T, \infty) \times Y}\left|\nabla^{k}\left(\left(A_{0}(T)-\pi^{*} B\right)-\left(A_{i}(T)-\pi^{*}\left(B_{i}\right)\right)\right)\right|^{2} e^{\delta_{0} \theta}=0, \quad 0 \leq k \leq l \tag{5.36}
\end{equation*}
$$

In particular, $B=B_{0}$ and hence $q=q_{0}$. Moreover, by working in a smooth chart about $q \in \mathcal{M}(\Sigma, F)$, we obtain a similar exponential convergence of $u_{i}(T)$ to $u_{0}(T)$.

Now, suppose there is no $T$ satisfying the above properties. After passing to a subsequence, we may assume that there is a sequence $\left\{T_{i}\right\}_{i}$ converging to $\infty$ such that $\mathcal{E}\left(A_{i}\left(T_{i}\right), u_{i}\left(T_{i}\right)\right)$ is equal to $\varepsilon$. In particular, we have

$$
\begin{equation*}
\mathcal{E}\left(A_{0}\left(T_{0}\right), u_{0}\left(T_{0}\right)\right) \leq \limsup _{i \rightarrow \infty} \mathcal{E}\left(A_{i}\left(T_{0}\right), u_{i}\left(T_{0}\right)\right)-\varepsilon \tag{5.37}
\end{equation*}
$$

(In fact, we may replace $\varepsilon$ with $\frac{1}{2}$ using the fact that the minimal topological energy of a solution of the mixed equation on $\mathfrak{c}_{\mathbf{R}}$ with finite energy is $\frac{1}{2}$. However, we do not need this stronger upper bound.) We obtain a similar dichotomy for the mixed end associated to $Y^{\prime}$ : either the solutions ( $A_{i}, u_{i}$ ) restricted to the mixed end $\left(\left(-\infty,-T_{0}\right) \times Y^{\prime},[0,2] \times\left(-\infty,-T_{0}\right)\right)$ is convergent to $\left(A_{0}, u_{0}\right)$ as in (5.36), or there is a loss of topological energy by at least $\varepsilon$ on the mixed end analogous to (5.37).

A similar analysis can be applied to study the behavior of the sequence $\left\{\left(A_{i}, u_{i}\right)\right\}$ on the gauge theoretical and symplectic ends of $\mathfrak{q}_{s}$, and one can even obtain more efficient results. For instance, we may apply the results of [Don02, Section 5] to the sequence of (perturbed) ASD connections $\left.A_{i}\right|_{\left(-\infty,-T_{0}\right) \times Y_{\#}}$ and obtain a sequence

$$
A_{1}^{G} \in \breve{\mathrm{M}}_{G}\left(\alpha, \alpha_{1}\right)_{p_{1}}, A_{2}^{G} \in \breve{\mathrm{M}}_{G}\left(\alpha_{1}, \alpha_{2}\right)_{p_{2}}, \ldots, A_{n}^{G} \in \breve{\mathrm{M}}_{G}\left(\alpha_{n-1}, \alpha^{\prime}\right)_{p_{n}}
$$

such that $\left[\left.A_{i}\right|_{\left.\left(-\infty,-T_{0}\right) \times Y_{\#}\right]}\right]$ is chain convergent to $\left[A_{1}^{G}, A_{2}^{G}, \ldots, A_{n}^{G},\left.A_{0}\right|_{\left.\left(-\infty,-T_{0}\right) \times Y_{\#}\right]}\right]$ on the complement of a finite set of bubbling points in the sense of [Don02, Section 5]. This means that in addition to the convergent of $A_{i}$ to $A_{0}$ on compact subspaces of $\left(-\infty,-T_{0}\right) \times Y_{\#}$, there are finite subsets $\sigma_{i} \subset \mathbf{R} \times Y_{\#}$ and a sequence of real numbers

$$
s_{0}^{i}=0<s_{1}^{i}<s_{2}^{i}<\cdots<s_{n}^{i}
$$

such that for any $1 \leq j \leq n$, we have $s_{j}^{i}-s_{j-1}^{i} \rightarrow \infty$ as $i \rightarrow \infty$ and $\tau_{s_{j}^{i}}^{*}\left(A_{i}\right)$ is $C^{\infty}$ convergent to $A_{j}^{G}$ on the compact subspaces of $\mathbf{R} \times Y_{\#} \backslash \sigma_{i}$. Here $\tau_{s_{j}^{i}}^{*}\left(A_{i}\right)$ denotes the translate of $\left.A_{i}\right|_{\left(-\infty,-T_{0}\right) \times Y_{\#}}$ by $s_{j}^{i}$, which is a connection on $\left(-\infty,-T_{0}+s_{j}^{i}\right) \times Y_{\#}$. If $k_{G}$ is the sum of the size of the bubbling sets $\sigma_{i}$, the chain convergence implies that we have

$$
\begin{equation*}
\mathcal{E}\left(\left.A_{0}\right|_{\left(-\infty,-T_{0}\right) \times Y_{\#}}\right)+\sum_{i=1}^{n} \mathcal{E}\left(A_{i}^{G}\right) \leq \limsup _{i \rightarrow \infty} \mathcal{E}\left(\left.A_{i}\right|_{\left(-\infty,-T_{0}\right) \times Y_{\#}}\right)-k_{G} . \tag{5.38}
\end{equation*}
$$

Similar argument shows that on the gauge theory side there is an integer $k_{S}$ and a sequence of holomorphic strips

$$
u_{1}^{S} \in \breve{\mathrm{M}}_{S}\left(\beta^{\prime}, \beta_{1}\right)_{p_{1}^{\prime}}, u_{2}^{S} \in \breve{\mathrm{M}}_{S}\left(\beta_{1}, \beta_{2}\right)_{p_{2}^{\prime}}, \ldots, u_{m}^{S} \in \breve{\mathrm{M}}_{S}\left(\beta_{m-1}, \beta\right)_{p_{m}^{\prime}}
$$

such that the sequence of pseudo-holomorphic maps $\left.u_{i}\right|_{\left(T_{0}, \infty\right) \times[-1,1]}$ are chain convergent to the broken pseudo-holomorphic map $\left(\left.u_{0}\right|_{\left(T_{0}, \infty\right) \times[-1,1]}, u_{1}^{S}, u_{2}^{S}, \ldots, u_{m}^{S}\right)$ on the complement of a set of $k_{S}$ bubbling points. Consequently, we have

$$
\begin{equation*}
\mathcal{E}\left(\left.u_{0}\right|_{\left(T_{0}, \infty\right) \times[-1,1]}\right)+\sum_{i=1}^{m} \mathcal{E}\left(u_{i}^{S}\right) \leq \limsup _{i \rightarrow \infty} \mathcal{E}\left(\left.u_{i}\right|_{\left(T_{0}, \infty\right) \times[-1,1]}\right)-\frac{k_{S}}{2}, \tag{5.39}
\end{equation*}
$$

where for a map $u$ from an oriented Riemann surface $S$ to $\mathcal{M}(\Sigma, F)$, we define $\mathcal{E}(u)$ as the integral of $u^{*} \Omega$ over $S$ divided by $4 \pi^{2}$. To get the term $k_{s} / 2$ in (5.39), we use the fact that the pairing of $\Omega$ with an element of $\pi_{2}(\mathcal{M}(\Sigma, F))$ is a positive integer multiple of $2 \pi^{2}$ (see Subsection 2.2).

Theorem 5.2 implies that the topological energy of $\left(A_{0}, u_{0}\right)$ over the complement of the ends of $\mathfrak{q}_{s}$ in (5.34) and (5.35) is bounded by the lim sup of the topological energies of $\left(A_{i}, u_{i}\right)$ over the same set, and this inequality can be improved by $\hbar$ unless $\sigma_{-}, \sigma_{\partial}$ and $\sigma_{+}$are empty. Combining all of the above inequalities we conclude that

$$
\begin{equation*}
\mathcal{E}\left(A_{0}, u_{0}\right)+\sum_{i} \mathcal{E}\left(A_{i}^{G}\right)+\sum_{j} \mathcal{E}\left(u_{j}^{S}\right) \leq \limsup _{i} \mathcal{E}\left(A_{i}, u_{i}\right) . \tag{5.40}
\end{equation*}
$$

Since $\mathcal{E}\left(A_{i}, u_{i}\right)$ is constant, we may replace the right hand side with $\mathcal{E}\left(A_{i}, u_{i}\right)$ for any $i \geq 1$. The inequality in (5.40) is strict unless $\sigma_{-}, \sigma_{\partial}$ and $\sigma_{+}$are empty, $\left(A_{i}, u_{i}\right)$ is convergent to ( $A_{0}, u_{0}$ ) with respect to the $L_{l, \delta}^{2}$ on the mixed ends as in (5.36), and $k_{S}=k_{G}=0$. If the inequality is strict, then Lemma 3.15 implies that in fact the difference between the two sides of (5.40) is at least $\frac{1}{2}$. To see the latter claim note that we can glue $\left(A_{0}, u_{0}\right)$, the connections $A_{i}^{G}$ and the maps $u_{j}^{S}$ to obtain an element of $\mathbf{B}(\alpha, \beta)$, and the topological energy is additive with respect to gluing. Using Proposition 3.20 we also have

$$
\begin{equation*}
\operatorname{index}\left(\mathcal{D}_{\left(A_{0}, u_{0}\right)}\right)+\sum_{i} \operatorname{index}\left(\mathcal{D}_{A_{i}^{G}}\right)+\sum_{j} \operatorname{index}\left(\mathcal{D}_{u_{j}^{S}}\right) \leq d, \tag{5.41}
\end{equation*}
$$

and if the inequality in (5.40) is strict, then the left hand side of (5.41) is at most $d-4$, which is impossible because $d \leq 1$ and all the indices on the left hand side of (5.41) are non-negative. In fact, $\operatorname{index}\left(\mathcal{D}_{A_{i}^{G}}\right)$ and $\operatorname{index}\left(\mathcal{D}_{u_{j}^{S}}\right)$ are at least one. Thus, in the case that $d=0, m=n=0$, which shows that $\left[A_{0}, u_{0}\right] \in \mathbf{M}_{\eta}(\alpha, \beta)_{0}$, and $\left[A_{i}, u_{i}\right]$ is a sequence in $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$ convergent to $\left[A_{0}, u_{0}\right]$. This is a contradiction, and hence $\mathbf{M}_{\eta}(\alpha, \beta)_{0}$ is compact. In the case that $d=1$, we conclude that either $n=0$ or $m=0$. In the first case, $\beta=\beta^{\prime},\left[A_{0}, u_{0}\right] \in \mathbf{M}_{\eta}\left(\alpha^{\prime}, \beta\right)_{0}, A_{1}^{G}$ is in the 0 -dimensional moduli space $\breve{\mathrm{M}}_{G}\left(\alpha, \alpha^{\prime}\right)_{p_{1}}$, and $\left[A_{i}, u_{i}\right]$ is chain convergent to $\left[A_{1}^{G},\left(A_{0}, u_{0}\right)\right]$. In the case that $m=0, \alpha=\alpha^{\prime}$, $\left[A_{0}, u_{0}\right] \in \mathbf{M}_{\eta}\left(\alpha, \beta^{\prime}\right)_{0}, u_{1}^{S}$ is in the 0 -dimensional moduli space $\mathrm{M}_{S}\left(\beta^{\prime}, \beta\right)_{p_{1}^{\prime}}$, and $\left[A_{i}, u_{i}\right]$ is chain convergent to $\left[\left(A_{0}, u_{0}\right), u_{1}^{S}\right]$. Therefore, we can compactify $\mathbf{M}_{\eta}(\alpha, \beta)_{1}$ by adding the points

$$
\begin{equation*}
\breve{\mathrm{M}}_{G}\left(\alpha, \alpha^{\prime}\right)_{p} \times \mathbf{M}_{\eta}\left(\alpha^{\prime}, \beta\right)_{0}, \quad \mathbf{M}_{\eta}\left(\alpha, \beta^{\prime}\right)_{0} \times \breve{\mathrm{M}}_{S}\left(\beta^{\prime}, \beta\right)_{p}, \tag{5.42}
\end{equation*}
$$

as it is stated in Proposition 3.26.
To complete the proof of part (ii) of Proposition 3.26, we need a gluing theorem as an inverse to the above compactness theorem, which shows that the non-compact ends of $\mathbf{M}_{\eta}(\alpha, \beta)_{1}$ can be parametrized by gluing the broken solutions of the mixed equation in (5.42). Such gluing theory are standard in the context of instanton Floer homology [Flo88a], [Don02, Section 4] and Lagrangian Floer homology [Flo88b]. In the present setup, we need to either glue solutions of (perturbed) ASD equation on $\mathbf{R} \times Y_{\#}$ to solutions of the mixed equation on the gauge theoretical end of $\mathfrak{q}_{s}$ or glue pseudo-holomorphic strips in $\mathcal{M}(\Sigma, F)$ to solutions of the mixed equation on the symplectic end of $\mathfrak{q}_{s}$. In these two cases the proofs in the gluing theory of instanton Floer homology and Lagrangian Floer homology can be adapted without any essential change to prove the desired result. Using similar arguments as in instanton Floer homology and Lagrangian Floer homology, one can also see easily that the conventions in Subsection 4.7 determine orientations of the moduli spaces that satisfy the claim in Proposition 3.26.

## 6 Perturbations

In several stages in the definition of instanton Floer homology group $I_{*}\left(Y_{\#}, E_{\#}\right)$, its symplectic counterpart $\mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$ and the isomorphism between them, we had to use perturbations of the relevant equations. Up until this point we treat such perturbations as blackboxes, and only exploited their properties to obtain the required results. In this section, we recall the definition of these perturbations [Don87, Flo88a, Tau90, Her94, KM11] and collect the properties which are used in the earlier sections. The first subsection reviews the definition of cylinder functions. We used the formal gradients of cylinder functions to perturb the defining equation of 3-manifold Lagrangians (Subsection 2.3) and the ASD equation in the definition of $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ (Subsection 2.4). The primary version of the mixed equation in (3.4) is also defined using cylinder functions $h$ and $h^{\prime}$. Then we use secondary perturbations to deform the mixed equation. These secondary perturbations are the main subject of the second subsection of the present section.

In this section, we slightly change our viewpoint on the configuration spaces of connections. As it is mentioned in the proof of Lemma 2.43, the $\mathrm{SO}(3)$-bundle $E_{\#}$ over $Y_{\#}$ is the adjoint bundle associated to a $\mathrm{U}(2)$-bundle $\widetilde{E}_{\#}$ over $Y_{\#}$. Suppose $B_{0}$ is a fixed connection on the determinant bundle $\Lambda^{2} \widetilde{E}_{\#}$ of $\widetilde{E}_{\#}$. Then the configuration space of $\mathrm{SO}(3)$-connections on $E_{\#}$ modulo the determinant one gauge group $\mathcal{G}\left(E_{\#}\right)$ can be identified with the quotient by $\mathcal{G}\left(E_{\#}\right)$ of the space of $\mathrm{U}(2)$-connections on $\widetilde{E}_{\#}$ with $B_{0}$ being the induced connection on the determinant bundle. There is a similar description for the configuration spaces of connections on $Y, Y^{\prime}$ and $X$ in terms of $\mathrm{U}(2)$-connections and we use this viewpoint through this section. (We assume that the $\mathrm{U}(1)$-connections fixed on these four spaces are compatible with each other in the obvious way.) In particular, holonomy of connections will be regraded as a section of a fiber bundle with fiber $\mathrm{U}(2)$. This will give us some flexibility in the construction of holonomy perturbations.

### 6.1 Cylinder functions and holonomy perturbations

In this subsection we prove Proposition 2.16 and Lemma 2.56. We first recall the definition of cylinder functions and then collect some of their properties from the literature which are used in the earlier subsections. As before $(Y, E)$ and $\left(Y^{\prime}, E^{\prime}\right)$ denote pairs which are introduced in Subsection 2.1.

Let $\gamma: S^{1} \times D^{2} \rightarrow Y$ be a smooth immersion, supported in the interior of $Y_{0} \subset Y$. Given a connection $B \in \mathcal{A}(Y, E)$ and $z \in D^{2}$, let $\tau_{z}(B)$ denote the trace of the holonomy of $B$ along the loop $\gamma\left(S^{1} \times\{z\}\right)$. Fix a compactly supported 2 -from $\mu$ on $D^{2}$ with integral 1 . Define

$$
\tau_{\gamma}(B)=\int_{D^{2}} \tau_{z}(B) \mu
$$

Now suppose $\lambda$ is the data of a positive integer $n$, smooth immersions $\gamma_{i}: S^{1} \times D^{2} \rightarrow Y_{0}$ for $1 \leq i \leq n$, and a smooth function $G:[-3,3]^{n} \rightarrow \mathbf{R}$. The cylinder function $h_{\lambda}$ associated to $\lambda$ is defined as

$$
h_{\lambda}(B):=G\left(\tau_{\gamma_{1}}(B), \ldots, \tau_{\gamma_{n}}(B)\right) .
$$

The formal gradient of the cylinder function $h_{\lambda}$ can be regarded as a section $\nabla h_{\lambda}$ of the tangent bundle $\mathcal{T}_{l}$ of $\mathcal{A}(Y, E)$, which is the Banach space bundle $\mathcal{A}(Y, E) \times L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$. Clearly, $h_{\lambda}$ is invariant with
respect to the action of $\mathcal{G}(E)$ and induces a map $\mathcal{B}(Y, E) \rightarrow \mathbf{R}$, still denoted by $h_{\lambda}$. The formal gradient $\nabla h_{\lambda}$ is also $\mathcal{G}(E)$-invariant and its value at any $B \in \mathcal{A}(Y, E)$ belongs to $X_{B} \subset L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$.

Following [KM11], we may form a Banach space $\mathcal{P}$ of perturbations from cylinder functions. Fix once and for all a sequence $\left\{\lambda_{i}\right\}_{i \in \mathbf{N}}$ where $\lambda_{i}$ is the information of a positive integer $n_{i}$, immersions $\gamma_{i, j}: S^{1} \times D^{2} \rightarrow Y_{0}$ for $1 \leq j \leq n_{i}$ and a smooth function $G_{i}: \mathbf{R}^{n_{i}} \rightarrow \mathbf{R}$. We require this sequence to be dense in the following dense: given any $\left(n,\left\{\gamma_{i}\right\}, G\right)$ as above there is a subsequence $\left\{\phi_{i_{k}}\right\}_{k \in \mathbf{N}}$ of $\left\{\lambda_{i}\right\}$ such that $n_{i_{k}}=n, \gamma_{i_{k}, j}$, for any $j$, is convergent to $\gamma_{j}$ in the $C^{\infty}$ topology and $G_{i_{k}}$ is $C^{\infty}$ convergent to $G$. For a sequence of real numbers $\rho=\left\{a_{i}\right\}_{i \in \mathbf{N}}$, define $h_{\rho}: \mathcal{A}(Y, E) \rightarrow \mathbf{R}$ as

$$
h_{\rho}=\sum_{i=1}^{\infty} a_{i} h_{\lambda_{i}} .
$$

To have convergent cylinder functions $h_{\rho}$ belonging to appropriate function spaces, we need to control the growth of the sequence $\left\{a_{i}\right\}$ by a condition of the form

$$
|\rho|:=\sum_{i=1}^{\infty} C_{i}\left|a_{i}\right|<\infty
$$

for a carefully chosen sequence of positive real numbers $C_{i}$.
Proposition 6.1. [KM11, Proposition 3.7] The constants $C_{i}$ can be chosen such that the cylinder functions $h_{\rho}$ and their formal gradients $\nabla h_{\rho}$ satisfy the following properties.
(i) The association

$$
(B, \rho) \rightarrow \nabla_{B} h_{\rho}
$$

determines a smooth map $H: \mathcal{A}(Y, E) \times \mathcal{P} \rightarrow \mathcal{T}_{l}$.
(ii) There is a constant $C$ such that for any $B \in \mathcal{A}(Y, E)$

$$
\left|h_{\rho}(B)\right| \leq C|\rho|, \quad\left\|\nabla_{B} h_{\rho}\right\|_{L^{\infty}} \leq C|\rho|,
$$

and for any $B, B^{\prime} \in \mathcal{A}(Y, E)$ and $1 \leq p \leq \infty$

$$
\left\|\nabla_{B} h_{\rho}-\nabla_{B^{\prime}} h_{\rho}\right\|_{L^{p}} \leq C|\rho|\left\|B-B^{\prime}\right\|_{L^{p}}
$$

(iii) The derivative $D H$ of $H$ with respect to the component in $\mathcal{A}(Y, E)$ defines a smooth section of $\mathcal{A}(Y, E) \times \mathcal{P} \rightarrow \operatorname{Hom}\left(\mathcal{T}_{l}, \mathcal{T}_{l}\right)$ which extends smoothly to a smooth section of $\mathcal{A}(Y, E) \times \mathcal{P} \rightarrow$ $\operatorname{Hom}\left(\mathcal{T}_{k}, \mathcal{T}_{k}\right)$ for any $0 \leq k \leq l$. Analogous to $\mathcal{T}_{l}$, the Banach space bundle $\mathcal{T}_{k}$ over $\mathcal{A}(Y, E)$ is given by $\mathcal{A}(Y, E) \times L_{k}^{2}\left(Y, \Lambda^{1} \otimes E\right)$.

The following corollary is used in the proof of Proposition 5.16.
Corollary 6.2. For any $B \in \mathcal{A}(Y, E), \rho \in \mathcal{P}$ and any constant $\varepsilon$, there is a neighborhood $U$ of $B$ such that for any $B^{\prime} \in U$ we have

$$
\left\|\operatorname{Hess}_{B} h_{\rho}-\operatorname{Hess}_{B^{\prime}} h_{\rho}\right\|_{L^{2}}<\varepsilon .
$$

Proof. This follows immediately from the special case of part (iii) of Proposition 6.1 that $k=0$.
Recall that $\mathbf{L}(Y, E)$ is the subspace of $\mathcal{B}(Y, E) \times \mathcal{P}$ consisting of pairs $([B], \rho)$ such that $\Phi(B, \rho)=0$ where $\Phi$ is defined in (2.15). Let $\pi: \mathbf{L}(Y, E) \rightarrow \mathcal{P}$ be the projection map sending $([B], \rho) \in \mathbf{L}(Y, E)$ to $\rho$. Given $\left(\left[B_{0}\right], \rho_{0}\right) \in \mathbf{L}(Y, E)$, the space $\mathbf{L}(Y, E)$ in a neighborhood of a point $\left(\left[B_{0}\right], \rho_{0}\right)$ can be identified with the solutions of the equation

$$
\Pi_{B_{0}} \circ \Phi: \mathcal{B}(Y, E) \times \mathcal{P} \rightarrow \operatorname{ker}\left(d_{B_{0}}^{*}\right),
$$

with $\Pi_{B_{0}}$ being projection into $\operatorname{ker}\left(d_{B_{0}}^{*}\right)$. The linearization of this equation acts as

$$
\begin{equation*}
(b, \sigma) \rightarrow * d_{B_{0}} b+\operatorname{Hess}_{B_{0}} h_{\rho_{0}}(b)+\nabla_{B_{0}} h_{\sigma} \tag{6.3}
\end{equation*}
$$

on the elements of $X_{B_{0}} \times \mathcal{P}$. Restricting to pairs $(b, 0)$ in (6.3) gives the Fredholm operator $L_{B_{0}}$ in (2.9) which governs the local behavior of the space $L_{h_{\rho_{0}}}(Y, E)=\pi^{-1}\left(\rho_{0}\right) \subset \mathcal{B}(Y, E)$. According to Proposition 2.10, the kernel and the cokernel of the operator $L_{B_{0}}$ are given by $\mathcal{H}_{h_{\rho_{0}}}^{1}\left(Y ; B_{0}\right)$ and $\mathcal{H}_{h_{\rho_{0}}}^{1}\left(Y, \Sigma ; B_{0}\right)$, and it has Fredholm index $-\frac{3}{2} \chi(\Sigma)$. We sketch a slight modification of an argument of [Her94] showing that the operator in (6.3) is surjective. Therefore, the implicit function theorem implies that $\mathbf{L}(Y, E)$ is a smooth Banach manifold and $\pi: \mathbf{L}(Y, E) \rightarrow \mathcal{P}$ is a Fredholm map with index $-\frac{3}{2} \chi(\Sigma)$.

To verify surjectivity of (6.3), it suffices to show that for any non-zero $b \in \mathcal{H}_{h_{\rho_{0}}}^{1}\left(Y, \Sigma ; B_{0}\right)$, there is $\sigma \in \mathcal{P}$ such that $\left\langle\nabla_{B_{0}} h_{\sigma}, b\right\rangle$, which is equal to the derivative $D_{B_{0}} h_{\sigma}(b)$ of $h_{\sigma}$ at the connection $B_{0}$ evaluated at $b$, is non-zero. Our assumption on the density of the sequence $\left\{\rho_{i}\right\}$ implies that this claim holds unless the derivative $D_{B_{0}} \tau_{\gamma}$ vanishes at $b$ for any $\gamma$ as above. The latter condition holds only if the derivative $D_{B_{0}} \mathrm{Hol}_{\ell}$ evaluates to zero at $b$ for any closed loop $\ell$ in $Y_{0}$ [Don02, Section 5.5]. Here $\mathrm{Hol}_{\ell}: \mathcal{A}(Y, E) \rightarrow \mathrm{U}(2)$ is the holonomy of a connection on $Y$ along $\ell$. The same claim holds for loops in the collar neighborhood of the boundary $Y \backslash Y_{0}$ because $d_{B_{0}} b$ vanishes on $Y \backslash Y_{0}$ and $B_{0}$ restricts to a flat connection on $Y \backslash Y_{0}$. Finally vanishing of the derivative of $\operatorname{Hol}_{\ell}$ for closed loops $\ell$ in $Y_{0}$ and $Y \backslash Y_{0}$ can be used to conclude the vanishing of these derivatives for any closed loop in $Y$.

We claim that if $D_{B_{0}} \mathrm{Hol}_{\ell}$ vanishes at $b$, then there is a section $\zeta$ of $E$ on $Y$ such that $d_{B_{0}} \zeta=b$. Fix a basepoint $p_{0} \in \Sigma$, and for any $p \in Y$, take a path $\ell:[0,1] \rightarrow Y$ with $\ell(0)=p_{0}, \ell(1)=p$. Trivialize $\left.E\right|_{\ell}$ by parallel transport and define

$$
\begin{equation*}
\zeta(p):=\int_{0}^{1} \ell^{*}(b) . \tag{6.4}
\end{equation*}
$$

The assumption on $b$ implies that (6.4) is independent of the choice of $\ell$ and hence is well-defined. From the definition, it is straightforward to check that $d_{B_{0}} \zeta=b$. In particular, $\zeta$ restricts to zero on $\Sigma$ because the same property holds for $b$ and the restriction of $B_{0}$ is irreducible. From this we obtain

$$
\begin{aligned}
\int_{Y}\langle b, b\rangle & =-\int_{Y} \operatorname{tr}\left(d_{B_{0}} \zeta \wedge * b\right) \\
& =-\int_{\Sigma} \operatorname{tr}(\zeta \wedge * b)-\int_{Y} \operatorname{tr}\left(\zeta \wedge * d_{B_{0}}^{*} b\right)=0
\end{aligned}
$$

where in the second identity we use $d_{B_{0}}^{*} b=0$ and the vanishing of $\zeta$ on $\Sigma$. This shows that $b=0$, which is a contradiction and hence the operator in (6.3) is surjective.

Proposition 6.5. Suppose $\left(B_{0}, \rho_{0}\right)$ is as above. Suppose a is an $L_{l-1}^{2}$ section of $\Lambda^{1} \otimes E$ with $d_{B_{0}}^{*} a=0$. Then there are $\sigma \in \mathcal{P}$ and $b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ with $d_{B}^{*} b=0$ and $\left.* b\right|_{\Sigma}=0$ such that

$$
\begin{equation*}
a=* d_{B_{0}} b+\operatorname{Hess}_{B_{0}} h_{\rho_{0}}(b)+\nabla_{B_{0}} h_{\sigma} \tag{6.6}
\end{equation*}
$$

Similarly, if a is an $L_{l-1}^{2}$ section of $\Lambda^{1} \otimes E$ with $d_{B_{0}}^{*} a=0$ and $\left.* a\right|_{\Sigma}=0$, then there are $\sigma \in \mathcal{P}$ and $b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ with $d_{B}^{*} b=0$ and $\left.b\right|_{\Sigma}=0$ such that (6.6) holds.

Proof. We already addressed the first part of this lemma. To prove the second part, we consider the map in (6.3) as an operator from $X_{B_{0}}^{\prime} \times \mathcal{P}$ with

$$
X_{B_{0}}^{\prime}:=\left\{b \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)\left|d_{B}^{*} b=0, b\right|_{\Sigma}=0\right\}
$$

to the subspace of $\operatorname{ker}\left(d_{B_{0}}^{*}\right)$ given by $a$ with $\left.* a\right|_{\Sigma}=0$. Restricting to pairs $(b, 0)$ determines an operator $L_{B_{0}}^{\prime}$ with the kernel and the cokernel $\mathcal{H}_{h_{\rho_{0}}}^{1}\left(Y, \Sigma ; B_{0}\right)$ and $\mathcal{H}_{h_{\rho_{0}}}^{1}\left(Y ; B_{0}\right)$. Now a similar argument as above can be used to complete the proof.

Proposition 6.7 (cf. [Her94]). The map $r: \mathbf{L}(Y, E) \rightarrow \mathcal{M}(\Sigma, F)$ which maps any element $\left(\left[B_{0}\right], \rho_{0}\right)$ to the restriction $\alpha_{0}$ of $B_{0}$ to the boundary is a submersion.

This proposition together with Proposition 6.5 completes the proof of Proposition 2.16.

Proof. Suppose $c$ is a 1-form with values in $F$ over $\Sigma$ which represents an element of $T_{\alpha_{0}} \mathcal{M}(\Sigma, F)$. That is to say, $d_{\alpha_{0}} c=0$. Extend $c$ to a smooth section $b_{0}$ of $\Lambda^{1} \otimes E$ over $Y$. Then $a:=* d_{B_{0}}\left(b_{0}\right)+$ $\operatorname{Hess}_{B_{0}} h_{\rho_{0}}\left(b_{0}\right)$ is in the kernel of $d_{B_{0}}^{*}$ and hence Proposition 6.5 applied to $a$ implies that there are $\sigma \in \mathcal{P}$ and $b_{1} \in L_{l}^{2}\left(Y, \Lambda^{1} \otimes E\right)$ with $d_{B}^{*} b_{1}=0$ and $\left.b_{1}\right|_{\Sigma}=0$ such that

$$
* d_{B_{0}}\left(b_{1}-b_{0}\right)+\operatorname{Hess}_{B_{0}} h_{\rho_{0}}\left(b_{1}-b_{0}\right)+\nabla_{B_{0}} h_{\sigma}=0 .
$$

In particular, the restriction of $b_{0}-b_{1}$ to $\Sigma$ is equal to $c$. There is an $L_{l+1}^{2}$ section $\zeta$ of $E$ such that $b:=b_{1}-b_{0}-d_{B_{0}} \zeta$ is in the Coulomb gauge

$$
d_{B_{0}}^{*} b=0,\left.\quad * b\right|_{\Sigma}=0
$$

Thus $(b, \sigma)$ gives a vector tangent to $\mathbf{L}(Y, E)$ whose restriction to the boundary represents the same element as $c$.

Next, we turn into the proof of Lemma 2.56. As before, suppose ( $Y_{\#}, E_{\#}$ ) is an admissible pair with an admissible splitting

$$
(Y, E) \cup_{(\Sigma, F)}\left(Y^{\prime}, E^{\prime}\right)
$$

Associated to the pairs $(Y, E),\left(Y^{\prime}, E^{\prime}\right)$ we may form Banach spaces $\mathcal{P}$ and $\mathcal{P}^{\prime}$ parametrizing perturbations. Since the map $\pi: \mathbf{L}(Y, E) \rightarrow \mathcal{P}$ is Fredholm, the Sard-Smale theorem implies that there is a residual subset $\mathcal{P}_{\text {reg }}$ of $\mathcal{P}$ such that for any $\sigma \in \mathcal{P}_{\text {reg }}$, the space $L_{h_{\sigma}}(Y, E)$ is a smooth Lagrangian in $\mathcal{M}(\Sigma, F)$. We fix one such element $\sigma$ of $\mathcal{P}_{\text {reg }}$. Similarly we may form a residual subset $\mathcal{P}_{\text {reg }}^{\prime}$ of $\mathcal{P}^{\prime}$. The restriction map $r^{\prime}: \mathbf{L}\left(Y^{\prime}, E^{\prime}\right) \rightarrow \mathcal{M}(\Sigma, F)$ is transversal to $L_{h_{0}}(Y, E)$ because the former map is a submersion.

Therefore, by passing to a smaller residual subset, we may assume that any $\sigma^{\prime} \in \mathcal{P}_{\text {reg }}^{\prime}$ has the property that $L_{h_{0}}(Y, E)$ and $L_{h_{\sigma^{\prime}}}\left(Y^{\prime}, E^{\prime}\right)$ are transversal to each other. We fix one such $\sigma^{\prime}$.

The functions $h_{\sigma}$ and $h_{\sigma^{\prime}}$ induce a perturbation of the flat equation for connections on $E_{\#}$ as in (2.44). We follow the same notation as before to denote the solutions of this equation with $\mathfrak{C}_{G}$. According to Lemma 2.47 elements of $\mathfrak{C}_{G}$ are regular. We form (2.48) which is a perturbation of the ASD equation on configuration spaces $\mathcal{B}(\alpha, \beta)_{p}$ with $\alpha, \beta \in \mathfrak{C}_{G}$. Regularity of elements of $\mathfrak{C}_{G}$ implies that these equations are Fredholm (see, for example, [Don02, Chapter 4]). Note that the perturbation of the ASD equation in (2.48) are supported in the subset $\mathbf{R} \times\left(Y_{0} \sqcup Y_{0}^{\prime}\right)$ of the cylinder $\mathbf{R} \times Y$. Lemma 2.56 is a consequence of the following proposition.

Proposition 6.8. The Riemannian metrics on $Y, Y^{\prime}$ and cylinder functions $h$ and $h^{\prime}$ supported in the interior of $Y_{0} \subset Y$ and $Y_{0}^{\prime} \subset Y^{\prime}$ can be chosen such that the following conditions are satisfied.
(i) Solutions of the perturbation of the flat equation (2.44) for the functions $h$ and $h^{\prime}$ agree with $\mathfrak{C}_{G}$.
(ii) Solutions of the perturbation of the ASD equation (2.48) for the functions $h$ and $h^{\prime}$ with index at most seven are regular.

Here the assumption on the index of the solutions of (2.48) is not essential and we are making this assumption to avoid the bubbling phenomena.

Proof. The proof is just a slight modification of a similar result in [Don02, Section 5.5]. The main difference is that we want to guarantee our perturbation vanishes in the complement of $Y_{0} \sqcup Y_{0}^{\prime}$. Following the notation of Subsection 2.1, let $Y_{1}$ (resp. $Y_{1}^{\prime}$ ) be the union of $Y_{0}$ and $[-1,0] \times \Sigma$ (resp. $Y_{0}^{\prime}$ and $[0,1] \times \Sigma)$. Then the intersection of $Y_{1}$ and $Y_{1}^{\prime}$ is a copy of $\Sigma$ with the collar neighborhood $[-1,1] \times \Sigma$. Fix Riemannian metrics on $Y$ and $Y^{\prime}$ in the same way as before. We show inductively that for any $k \leq 7$, there is a pair ( $h_{k}, h_{k}^{\prime}$ ) of cylinder functions such that $h_{k}$ and $h_{k}^{\prime}$ agree with $h_{\sigma}$ and $h_{\sigma}^{\prime}$ in a neighborhood of $\mathfrak{C}_{G}, \nabla_{B} h_{k}$ (resp. $\nabla_{B^{\prime}} h_{k}^{\prime}$ ) is compactly supported in the interior of $Y_{1}$ (resp. $Y_{1}^{\prime}$ ) for any $B$ (resp. $B^{\prime}$ ), solutions of the perturbation of the flat equation (2.44) for the pair $\left(h_{k}, h_{k}^{\prime}\right)$ agree with $\mathfrak{C}_{G}$, and the moduli space $M_{G}(\alpha, \beta)_{p}$ of solutions to the perturbed ASD equation associated to ( $h_{k}, h_{k}^{\prime}$ ) is regular for any path $p$ of index at most $k$. In fact, the pair $h_{k}-h_{\sigma}, h_{k}^{\prime}-h_{\sigma^{\prime}}$ are sums of finitely many cylinder functions where our assumption on cylinder functions is slightly relaxed and we allow cylinder functions associated to immersion into the interior of $Y_{1}$ and $Y_{1}^{\prime}$. In particular, $h_{k}$ and $h_{k}^{\prime}$ vanish in the regular neighborhood $[-\varepsilon, \varepsilon] \times \Sigma$ of $Y_{1} \cap Y_{1}^{\prime}$ if $\varepsilon$ is small enough. Note that if $k$ is small enough, then solutions of the perturbed ASD equation with index at most $k$ should have negative topological energy and hence these moduli spaces are empty. Thus the claim for such values of $k$ holds if we set $\left(h_{k}, h_{k}^{\prime}\right)=\left(h_{\sigma}, h_{\sigma^{\prime}}\right)$.

Next, we show that the claim holds for $k$ assuming that it already holds for $k-1$. We find a collection of cylinder functions $\left(h_{\rho}, h_{\rho}^{\prime}\right)$ where $\rho$ belongs to a finite dimensional vector space $\mathcal{P}_{\#},\left(h_{\rho}, h_{\rho}^{\prime}\right)$ depends linearly on $\rho$, $\left(h_{\rho}, h_{\rho}^{\prime}\right)$ is a cylinder functions associated to an immersion into the interior of $Y_{1}$ and $Y_{1}^{\prime}$, and for small values of $\rho$, solutions of the perturbation of the flat equation (2.44) for the pair $\left(h_{k-1}+h_{\rho}, h_{k-1}^{\prime}+h_{\rho}^{\prime}\right)$ agree with $\mathfrak{C}_{G}$. Moreover, for any path $p$ of index $k$, the family moduli space $\mathbb{M}_{G}(\alpha, \beta)_{p} \subset \mathcal{B}_{G}(\alpha, \beta)_{p} \times \mathcal{P}_{\#}$, which is the union of the moduli spaces $M_{G}(\alpha, \beta)_{p}$ of solutions to the perturbed ASD equation associated to $\left(h_{k-1}+h_{\rho}, h_{k-1}^{\prime}+h_{\rho}^{\prime}\right)$ for all $\rho \in \mathcal{P}_{\#}$, is cut down transversely at elements of the form $([A], 0)$.

Suppose $([A], 0)$ is an element of a moduli space $\mathbb{M}_{G}(\alpha, \beta)_{p}$ with index $k$ which is not cut down transversely. Our induction assumption and the assumption $k \leq 7$ imply that the space of all such non-regular elements of $\mathbb{M}_{G}(\alpha, \beta)_{p}$ is compact. Assume that $A$ is given in the temporal gauge, and let $A_{t}$ denote the restriction of $A$ to $\{t\} \times Y_{\#}$. A non-trivial element in the cokernel of the linearized operator for $\mathbb{M}_{G}(\alpha, \beta)_{p}$ is given by a smooth family of 1-forms $\left\{\phi_{t}\right\}_{t \in \mathbf{R}}$ on $Y_{\#}$ with values in $E_{\#}$ such that

$$
\begin{gather*}
\frac{d}{d t} \phi_{t}=-L_{t} \phi_{t},  \tag{6.9}\\
d_{A_{t}}^{*} \phi_{t}=0, \quad \int_{-\infty}^{\infty}\left\langle\nabla_{A_{t}} h_{\rho}+\nabla_{A_{t}^{\prime}} h_{\rho}^{\prime}, \phi_{t}\right\rangle=0, \quad \forall \rho \in \mathcal{P}_{\#}, \tag{6.10}
\end{gather*}
$$

and the $L^{2}$ norm of $\phi_{t}$ converges to zero as $|t| \rightarrow \infty$. Here $L_{t}$ is a self-adjoint operator (with respect to the $L^{2}$ norm) defined on the sections of $\Lambda^{1}\left(Y_{\#}\right) \otimes E_{\#}$. The operator $L_{t}$ depends on $A_{t},\left(h_{0}+h_{\rho}, h_{0}^{\prime}+h_{\rho}^{\prime}\right)$ and $L_{t}(b)$ is equal to $*_{3} d_{A_{t}} b$ outside the supports of $h_{0}+h_{\rho}$ and $h_{0}^{\prime}+h_{\rho}^{\prime}$. Unique continuation of the solutions of the equations of the form (6.9) [KM07, Lemma 7.1.3] implies that $\phi_{t}$ is non-zero for all values of $t$. For $\dot{A}_{t}:=\frac{d}{d t} A_{t}$, we have

$$
\begin{equation*}
\frac{d}{d t} \dot{A}_{t}=L_{t} \dot{A}_{t} \tag{6.11}
\end{equation*}
$$

Using (6.9), (6.11) and the decay of $\phi_{t}$ and $\frac{d}{d t} \dot{A}_{t}$, we can see that $\phi_{t}$ is $L^{2}$-orthogonal to $\frac{d}{d t} \dot{A}_{t}$ for all $t$. This claim can be proved by differentiating the inner product of $\phi_{t}$ and $\dot{A}_{t}$ with respect to $t$.

Since the restrictions of $\phi_{t}$ and $\dot{A}_{t}$ to $Y_{\#} \backslash \Sigma$ are linearly independent, we may use the same argument as in [Don02, Proposition 5.17] to find cylinder functions $h_{\rho}, h_{\rho}^{\prime}$ supported in the interior of $Y, Y^{\prime}$ such that $h_{\rho}, h_{\rho}^{\prime}$ vanish in a neighborhood of $\mathfrak{C}_{G}$ and

$$
\int_{-\infty}^{\infty}\left\langle\nabla_{A_{t}} h_{\rho}+\nabla_{A_{t}^{\prime}} h_{\rho}^{\prime}, \phi_{t}\right\rangle>0 .
$$

In particular, if we enlarge $\mathcal{P}_{\#}$ using $\left(h_{\rho}, h_{\rho}^{\prime}\right)$, then the dimension of the cokernel of the linearization of the moduli space $\mathbb{M}_{G}(\alpha, \beta)_{p}$ at $([A], 0)$ decreases by one. Because of the compactness of the space of the non-regular elements of $\mathbb{M}_{G}(\alpha, \beta)_{p}$ with index $k$, we may iterate this process and modify $\mathcal{P}_{\#}$ such that $\mathbb{M}_{G}(\alpha, \beta)_{p}$ for any $p$ with index $k$ is regular. Now, a standard application of Sard's theorem shows that for a generic small $\rho \in \mathcal{P}_{\#}$, the pair $\left(h_{k}, h_{k}^{\prime}\right)=\left(h_{k-1}+h_{\rho}, h_{k-1}^{\prime}+h_{\rho}^{\prime}\right)$ verifies the claim for $k$.

Let $\left(h_{7}, h_{7}^{\prime}\right)$ be the cylinder functions given for $k=7$. Then ( $h_{7}, h_{7}^{\prime}$ ) is supported in the complement of $\Sigma \subset Y_{\#}$. In fact, these functions are supported in the complement of a regular neighborhood of $\Sigma$ because $h_{\sigma}, h_{\sigma}^{\prime}$ are already supported in $Y_{0}, Y_{0}$, and $h_{7}-h_{\sigma}$ and $h_{7}^{\prime}-h_{\sigma}^{\prime}$ are defined using finitely many immersions into the interior of $Y_{1}$ and $Y_{1}^{\prime}$. If we rescale the metric on $Y_{\#}$ by a constant, the same assumption on the regularity of the moduli spaces hold. Moreover, we may assume that the rescaling constant is large enough so that $\left(h_{0}+h_{1}, h_{0}^{\prime}+h_{1}^{\prime}\right)$ is supported in the complement of a copy of $(-1,1) \times \Sigma$ equipped with the product metric of the standard metric on $(-1,1)$ and some Riemannian metric on $\Sigma$.


Figure 5: Support of the secondary perturbation terms is in the complement of the gray region.

### 6.2 Secondary perturbations

The purpose of this subsection is to prove Proposition 3.23 using a secondary perturbation of the mixed equation. The perturbed equation has the form in (3.22), copied below again for the reader's convenience:

$$
\left\{\begin{array}{l}
F^{+}(A)+\left(*_{3} \nabla_{A_{t}} h\right)^{+}+\left(*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right)^{+}+\eta(A)=0,  \tag{6.12}\\
\bar{\partial}_{J} u=0 .
\end{array}\right.
$$

The perturbation of the ASD equation is given by the holonomy perturbation term $\eta(A)$, and the perturbation of the CR equation is provided by perturbing the complex structure $J$. Let $X_{c}$ and $U_{c}$ be the sunspaces of $X$ and $U_{+}$obtained by the complement of the gray region sketched in Figure 5. Since we established the analysis of mixed equation in a neighborhood of the matching line only in the unperturbed case, we limit ourselves to holonomy perturbations which are supported in $X_{c}$ and complex structures $J$ which differ from the standard complex structure $J_{*}$ only in $U_{c}$.

The definition of the holonomy perturbation term $\eta(A)$ is analogous to the definition of cylinder functions. Given a Riemannian 4-manifold $M$, let $\gamma: S^{1} \times D^{4} \rightarrow M$ be a smooth submersion such that $\gamma$ restricted to $\{1\} \times D^{4}$ is an embedding of $D^{4}$ into $M$. Let also $\omega$ be a self-dual 2-form on the image of $\gamma\left(\{1\} \times D^{4}\right)$. For any connection $A$ on a $U(2)$ bundle $E$ over $M$, the holonomy of $A$ along the loop $\gamma\left(S^{1} \times\{z\}\right)$ is an element of the fiber of $\operatorname{End}(E)$ over the point $\gamma(1, z)$. Let $H_{z}(A)$ be the image of this holonomy with respect to the homomorphism $\operatorname{End}(E) \rightarrow \mathfrak{s u}(E)$ induced by the projection of
$\operatorname{End}\left(\mathbf{C}^{2}\right) \rightarrow \mathfrak{s u}(2)$. Then $H_{z}(A)$ determines a section of $\mathfrak{s u}(E)$ over $\gamma\left(\{1\} \times D^{4}\right)$. Define

$$
\begin{equation*}
P_{\gamma, \omega}(A):=H_{z}(A) \otimes \omega \tag{6.13}
\end{equation*}
$$

which gives a gauge invariant map from the space of connections on $E$ to the space of sections of $\Lambda^{+} \otimes \mathfrak{s u}(E)$. Note that the $\left|P_{\gamma, \omega}(A)\right|$ is bounded by the $C^{0}$ norm of $\omega$.

Now, we turn into the proof of Proposition 3.23. We shall define the perturbation term $\eta$ as a linear combination

$$
\begin{equation*}
\eta=\sum_{i=1}^{N} P_{\gamma_{i}, \omega_{i}} \tag{6.14}
\end{equation*}
$$

for a finite collection of $\gamma_{i}: S^{1} \times D^{4} \rightarrow X_{c}$ and self-dual 2-forms $\omega_{i}$. For any solution $(A, u)$ of (6.12), we have

$$
\mathcal{E}(A, u)=\frac{1}{8 \pi^{2}} \mathfrak{E}(A, u)-\frac{1}{4 \pi^{2}}\|\eta(A)\|_{L^{2}(X)}^{2} \geq-C \sum_{i=1}^{N}\left\|\omega_{i}\right\|_{L^{2}}^{2}
$$

where $C$ is a fixed constant, independent of $\left(\gamma_{i}, \omega_{i}\right)$. Thus, if the sum of $\left\|\omega_{i}\right\|_{L^{2}}^{2}$ is less than $\varepsilon$ for a small enough $\varepsilon$, then the topological energy of any solution $(A, u)$ of (6.12) is greater than $-\delta$ for a given positive constant $\delta$. Since the set of possible values for the topological energy $\mathcal{E}(A, u)$ for elements of the configuration spaces $\mathbf{B}(\alpha, \beta)$ is a discrete subset of $\mathbf{R}$, we can pick $\varepsilon$ such that the topological energy of any solution of (6.12) is non-negative. To prove Proposition 3.23, we follow a similar strategy as in Proposition 6.8. By induction on the expected dimension of the moduli spaces of mixed equation, we show that for any $k \leq 3$, there are $\eta_{k}$ and a family complex structures $\mathcal{J}_{k}=\left\{J_{(s, \theta)}\right\}_{(s, \theta) \in U_{+}}$as in Subsection 3.1 such that all moduli spaces $\mathbf{M}_{\eta_{k}}(\alpha, \beta)_{d}$, with $d \leq k$ and defined with respect to $\mathcal{J}_{k}$, are cut down transversely, and the moduli spaces $\mathbf{M}_{\eta_{k}}(\alpha, \alpha)_{0}$ consists of a single regular element. Moreover, the perturbation term $\eta$ has the form in (6.14) with the sum of $\left\|\omega_{i}\right\|_{L^{2}}^{2}$ being less than $\varepsilon-1 / 2^{k}$. If $k$ is small enough, then the trivial perturbation of the ASD equation and a family of almost complex structures as in Subsection 3.1 satisfy this claim.

Next, we show that the claim holds for $k$ assuming that it already holds for $k-1$. Suppose $\eta_{k-1}$ and $\mathcal{J}_{k-1}$ are chosen satisfying the above properties. We show that there is a collection $\left\{\left(\gamma_{i}, \omega_{i}\right)\right\}_{i=1}^{N}$, an open neighborhood $\mathcal{U}$ of the origin in a Euclidean space, and for each $x \in \mathcal{U}$, a family of compatible almost complex structures $\left\{J_{(s, \theta)}^{x}\right\}_{(s, \theta) \in U_{+}}$on $\mathcal{M}(\Sigma, F)$ with $\left\{J_{(s, \theta)}^{0}\right\}_{(s, \theta) \in U_{+}}=\mathcal{J}_{k-1}$ such that the following claim holds. Suppose $\mathfrak{M}(\alpha, \beta)$ is the subspace of $\left([A, u], r_{1}, \ldots, r_{N}, x\right) \in \mathbf{B}(\alpha, \beta) \times \mathbf{R}^{N} \times \mathcal{U}$ where $(A, u)$ is a solution of (6.12) defined using almost complex structures $\left\{J_{(s, \theta)}^{x}\right\}_{(s, \theta) \in U_{+}}$and the perturbation

$$
\eta=\eta_{k-1}+\sum_{i=1}^{N} r_{i} P_{\gamma_{i}, \omega_{i}}
$$

Then any solution $(A, u, 0,0, \ldots, 0, \overrightarrow{0}) \in \mathfrak{M}(\alpha, \beta)$ with $\operatorname{index}\left(\mathcal{D}_{(A, u)}\right)=k$ is cutdown transversely. Here $J_{(s, \theta)}^{x}$ depends smoothly on $(x, s, \theta)$, is equal to the standard complex structure $J_{*}$ for $s \leq 1$ and is equal to $J_{\theta}$, the complex structure given by Lemma 2.35 for $s \geq 3$. Moreover, $J_{(s, \theta)}^{x}$ is constant in the $\theta$ direction if $|\theta|>2$.

Assuming the claim of the previous paragraph, a standard application of Sard's theorem shows that there are $\mathbf{r}=\left(r_{1}, \ldots, r_{N}\right) \in \mathbf{R}^{N}$ and $x \in \mathcal{U}$ with with arbitrary small norms such that if we define $\mathbf{M}_{\eta}(\alpha, \beta)_{d}$ using $\eta=\eta_{k-1}+\sum_{i=1}^{N} r_{i} P_{\gamma_{i}, \omega_{i}}$ and the family of compatible almost complex structures $\left\{J_{(s, \theta)}^{x}\right\}_{(s, \theta) \in U_{+}}$, then any such moduli space is regular if $d \leq k$. Since any moduli space of the form $\mathbf{M}_{\eta_{k-1}}(\alpha, \alpha)_{0}$ already contains a unique regular element, if $\mathbf{r}$ is small enough, then the moduli space $\mathbf{M}_{\eta_{k-1}}(\alpha, \alpha)_{0}$ contains a unique regular element, too. Moreover, a small enough $\mathbf{r}$ allows us to guarantee that $\eta$ has the desired form in (6.14) with the sum of $\left\|\omega_{i}\right\|_{L^{2}}^{2}$ being less than $\varepsilon-1 / 2^{k}$. This completes the proof of Proposition 3.23.

Now, we turn to the construction of the family of perturbations of the ASD equation and the compatible almost complex structures on $\mathcal{M}(\Sigma, F)$. Suppose $(A, u, 0,0, \ldots, 0, \overrightarrow{0}) \in \mathfrak{M}(\alpha, \beta)$ is a non-regular solution of $\mathfrak{M}(\alpha, \beta)$ with the index of $\mathcal{D}_{(A, u)}$ being $k$. The induction assumption and the compactness results of Subsection 5.4 imply that the set of all such non-regular solutions is compact. Fix a non-zero element $(\mu, \xi, z)$ in the cokernel of the linearization of $\mathfrak{M}(\alpha, \beta)$ at $(A, u, 0,0, \ldots, 0, \overrightarrow{0})$, where as before $\mu$ and $\xi$ respectively denote a 0 -form and a self-dual 2 -form on $X$, and $z$ denotes a a section of $u^{*} T \mathcal{M}(\Sigma, F)$ over $U_{+}$.

If $(\mu, \xi)$ is non-trivial, then unique continuation implies that the restriction of $\mu$ to $X_{c}$ is nontrivial [Aro57] because the restriction of $A$ to the complement of $X_{c}$ satisfies the (unperturbed) ASD equation. Since $A$ over $X_{c}$ is irreducible, we may find $(\omega, \gamma)$ as above such that $P_{\gamma, \omega}(A) \neq 0$ (See, for example, the proof of Lemma 13 in [Kro05]). Therefore, if we add $(\omega, \gamma)$ to the collection $\left\{\left(\gamma_{i}, \omega_{i}\right)\right\}_{i=1}^{N}$, then the dimension of the cokernel of $\mathfrak{M}(\alpha, \beta)$ at $(A, u, 0,0, \ldots, 0, \overrightarrow{0})$ decreases by 1 . In the case that $(\mu, \xi)$ is trivial, the restriction of $z$ to $U_{\partial}$ needs to be trivial. If $u$ is a constant map, then one can use the arguments of Subsection 4.3 to see that the vanishing of $z$ on $U_{\partial}$ implies that $z$ vanishes globally. This is in contradiction with non-triviality of $(\mu, \xi, z)$, and hence $u$ is a non-constant map. In particular, there are points in $U_{c}$ where the derivative of $u$ does not vanish. This implies that we may enlarge $\mathcal{U}$ by adding another direction to deform $\left\{J_{(s, \theta)}^{x}\right\}_{(s, \theta) \in U_{+}}$such that the deformation is compactly supported in $U_{c}$ and the dimension of of the cokernel of $\mathfrak{M}(\alpha, \beta)$ at $(A, u, 0,0, \ldots, 0, \overrightarrow{0})$ decreases by 1 . (See, for example, the proof of Proposition 6.7.7. in [MS04]. Note also that the domain $U_{+}$is rigid and does not have any non-trivial automorphism mapping $U_{\partial}, \eta_{+}$and $\eta_{+}^{\prime}$ to themselves.) By iterating this process finitely many times, we may guarantee the regularity of $(A, u, 0,0, \ldots, 0, \overrightarrow{0})$. Using the compactness of the space of all such elements of $\mathfrak{M}(\alpha, \beta)$, we can more generally achieve regularity at all points $(A, u, 0,0, \ldots, 0, \overrightarrow{0}) \in \mathfrak{M}(\alpha, \beta)$ with the same topological energy. This completes the proof of our claim.

## 7 Extensions of the main theorem

The goal of this section is to show that the isomorphism $\mathbf{N}$ of Theorem 2 is compatible with certain additional structures on instanton Floer homology and its symplectic variant. In the first subsection, we define the structure relevant for Theorem 3 in the introduction and then prove this theorem. A more precise version of Theorem 3 is stated as Theorem 7.7. In the second subsection, we review the definition of the operators $m_{\sigma}^{G}, m_{\sigma}^{S}$ and then prove Theorem 4.

### 7.1 Filtered framed Floer homology groups

Topological energy of solutions to the mixed equation plays a key role in the proof of our main theorem in Section 3. In fact, we can use the notion of topological energy to define an additional structure on instanton Floer homology and its symplectic version. We call this additional structure the Chern-Simons filtration. In the discussion below, we follow similar conventions as in [DS20].

To define the Chern-Simons filtration, it is convenient to introduce $\overline{\mathfrak{C}}_{G}$, as a variation of $\mathfrak{C}_{G}$. Fix an element $\alpha_{0}$ of $\mathfrak{C}_{G}$, and let $\overline{\mathfrak{C}}_{G}$ consist of pairs $\bar{\alpha}=(\alpha, p)$ where $\alpha \in \mathfrak{C}_{G}$ and $p$ is a path from $\alpha$ to $\alpha_{0}$. We call $\bar{\alpha}$ a lift of $\alpha$. Define $\operatorname{deg}_{I}(\bar{\alpha})$, the I-grading of $\bar{\alpha}$, to be the topological energy of the path $p$ defined in (2.51). Any $\bar{\alpha}=(\alpha, p)$ in $\overline{\mathfrak{C}}_{G}$ is determined by $\alpha$ and $\operatorname{deg}_{I}(\bar{\alpha})$. Moreover, for any two different lifts $\bar{\alpha}$ and $\bar{\alpha}^{\prime}$ of $\alpha$, the expression $2\left(\operatorname{deg}_{I}(\bar{\alpha})-\operatorname{deg}_{I}\left(\bar{\alpha}^{\prime}\right)\right)$ is an integer. We define a bijection $U: \overline{\mathfrak{C}}_{G} \rightarrow \overline{\mathfrak{C}}_{G}$ by requiring that for a lift $\bar{\alpha}$ of $\alpha$ we have

$$
\operatorname{deg}_{I}(U(\bar{\alpha}))-\operatorname{deg}_{I}(\bar{\alpha})=\frac{1}{2} .
$$

Similarly, define $\bar{C}_{G}\left(Y_{\#}, E_{\#}\right)$ to be the variation of $C_{G}\left(Y_{\#}, E_{\#}\right)$ which is the free abelian group generated by the elements of $\overline{\mathfrak{C}}_{G}$. The bijection $U$ defines the structure of a $\mathbf{Z}\left[U^{ \pm 1}\right]$-module on $\bar{C}_{G}\left(Y_{\#}, E_{\#}\right)$. We also modify the differential on $C_{G}\left(Y_{\#}, E_{\#}\right)$ in the following way to get a differential $d: \bar{C}_{G}\left(Y_{\#}, E_{\#}\right) \rightarrow \bar{C}_{G}\left(Y_{\#}, E_{\#}\right)$ :

$$
\begin{equation*}
d(\bar{\alpha}):=\sum_{p: \alpha \rightarrow \beta} \# \breve{\mathrm{M}}_{G}(\alpha, \beta)_{p} \cdot \bar{\beta} . \tag{7.1}
\end{equation*}
$$

Here $\bar{\alpha}, \bar{\beta} \in \overline{\mathfrak{C}}_{G}$ are lifts of $\alpha, \beta \in \mathfrak{C}_{G}$ which are related by the path $p$. That is to say, the path from $\alpha$ to $\alpha_{0}$ given by $\bar{\alpha}$ is equal to the composition of $p$ and the path provided by $\bar{\beta}$. The differential map in (7.1) is a $\mathbf{Z}\left[U^{ \pm 1}\right]$-module homomorphism. The following lemma implies that the I-grading defines a filtration on $\bar{C}_{G}\left(Y_{\#}, E_{\#}\right)$, which we call the Chern-Simons filtration.

Lemma 7.2. Suppose $\bar{\alpha}, \bar{\beta} \in \overline{\mathfrak{C}}_{G}$ are lifts of $\alpha, \beta \in \mathfrak{C}_{G}$ which are related by the path $p$ and the moduli space $\mathrm{M}_{G}(\alpha, \beta)_{p}$ is non-empty. Then

$$
\operatorname{deg}_{I}(\bar{\alpha}) \geq \operatorname{deg}_{I}(\bar{\beta}),
$$

and the equality holds if and only if $\bar{\alpha}=\bar{\beta}$ and $p$ is the constant path.
Proof. This is a consequence of the fact that for $[A] \in \mathrm{M}_{G}(\alpha, \beta)_{p}$ the topological energy $\mathcal{E}(A)$ is non-negative because it is equal to $\frac{1}{8 \pi^{2}} \mathfrak{E}(A)$ where

$$
\mathfrak{E}(A):=\int_{\mathbf{R} \times Y_{\#}}\left|F_{A}+*_{3} \nabla_{A_{t}} h+*_{3} \nabla_{A_{t}^{\prime}} h^{\prime}\right|^{2} \mathrm{~d} t \mathrm{dvol}_{Y_{\#}} .
$$

We may define a Chern-Simons filtration on symplectic instanton Floer homology in a similar way. The sets $\mathfrak{C}_{G}$ and $\mathfrak{C}_{S}$ are naturally identified with each other and we define the $\mathbf{Z}$-covering $\overline{\mathfrak{C}}_{S}$ of $\mathfrak{C}_{S}$ to be the
same as $\overline{\mathfrak{C}}_{G}$ with the same I-grading as above. We define $\bar{C}_{S}\left(Y_{\#}, E_{\#}\right)$ to be the abelian group generated by $\overline{\mathfrak{C}}_{S}$. Suppose $\alpha, \beta \in \mathfrak{C}_{S}$ and $p$ is a path from $\alpha$ to $\beta$ represented by a strip $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$. By gluing $u$ to the constant mixed pair $\left(A_{\alpha}, u_{\alpha}\right)$ as in Subsection 4.5 and then applying mixed shifting we obtain a connection $A$ on $\mathbf{R} \times Y_{\#}$ from $\alpha$ to $\beta$ which is glued to the constant mixed pair $\left(A_{\beta}, u_{\beta}\right)$. This construction allows us to associate to $p$ a well-defined gauge theoretical path $p^{\prime}$ from $\alpha \in \mathfrak{C}_{G}$ to $\beta \in \mathfrak{C}_{G}$. In particular, $p^{\prime}$ can be used to assign a lift $\bar{\beta}$ of $\beta$ in $\overline{\mathfrak{C}}_{S}$ to any lift $\bar{\alpha} \in \overline{\mathfrak{C}}_{S}$ of $\alpha$, which is characterized by

$$
\operatorname{deg}_{I}(\bar{\alpha})=\mathcal{E}(u)+\operatorname{deg}_{I}(\bar{\beta}) .
$$

Analogous to (7.1), we define a differential $d: \bar{C}_{S}\left(Y_{\#}, E_{\#}\right) \rightarrow \bar{C}_{S}\left(Y_{\#}, E_{\#}\right)$ which is a $\mathbf{Z}\left[U^{ \pm 1}\right]$-module homomorphism and the following lemma implies that it is filtered with respect to the I-grading.

Lemma 7.3. Suppose $\bar{\alpha}, \bar{\beta} \in \overline{\mathfrak{C}}_{S}$ are lifts of $\alpha, \beta \in \mathfrak{C}_{S}$ which are related by the path $p$ and the moduli space $\mathrm{M}_{S}(\alpha, \beta)_{p}$ is non-empty. Then

$$
\operatorname{deg}_{I}(\bar{\alpha}) \geq \operatorname{deg}_{I}(\bar{\beta}),
$$

and the equality holds if and only if $\bar{\alpha}=\bar{\beta}$ and $p$ is the constant path.
We can more generally use any mixed pair $(A, u) \in \mathbf{A}(\alpha, \beta)$, or rather its connected component, to associate a lift $\bar{\beta} \in \overline{\mathfrak{C}}_{S}$ of $\beta \in \mathfrak{C}_{S}$ to any lift $\bar{\alpha} \in \overline{\mathfrak{C}}_{G}$ of $\alpha \in \overline{\mathfrak{C}}_{G}$. In fact, one can see that $\operatorname{deg}_{I}(\bar{\alpha})-\mathcal{E}(A, u)$ is the I -grading of a lift of $\beta$ by using Lemma 4.62 and reducing this claim to the case that $(A, u)$ is a symplectically constant pair. Therefore, we can define $\bar{\beta}$ by requiring

$$
\operatorname{deg}_{I}(\bar{\alpha})=\mathcal{E}(A, u)+\operatorname{deg}_{I}(\bar{\beta}) .
$$

This allows us to lift the isomorphism $\mathbf{N}: C_{G}\left(Y_{\#}, E_{\#}\right) \rightarrow C_{G}\left(Y_{\#}, E_{\#}\right)$ of Subsection 3.2 to a $\mathbf{Z}\left[U^{ \pm 1}\right]-$ module homomorphism from $\bar{C}_{G}\left(Y_{\#}, E_{\#}\right)$ to $\bar{C}_{S}\left(Y_{\#}, E_{\#}\right)$. The third part of Lemma 3.23 implies that if the perturbation term in the definition of $\mathbf{N}$ is small enough, then for any $\bar{\alpha} \in \overline{\mathfrak{C}}_{G}$

$$
\mathbf{N}(\bar{\alpha})=\bar{\alpha}+\sum_{\bar{\beta}} n_{\alpha, \beta} \bar{\beta},
$$

where $\bar{\beta}$ appears in the sum above only if $\operatorname{deg}_{I}(\bar{\beta})<\operatorname{deg}_{I}(\bar{\alpha})$. In another word, $\mathbf{N}$ is filtered with respect to the Chern-Simons filtration and its leading term is equal to the identity map.

Definition 7.4. An I-graded complex is a chain complex $(C, d)$ which is freely and finitely generated over the ring $\mathbf{Q}\left[U^{ \pm 1}\right]$ and has a $\mathbf{Z} \times \mathbf{R}$-bigrading. If $C_{i, j}$ is the subgroup of $C$ consisting of elements with bigrading $(i, j)$, then we have
(i) $U C_{i, j} \subset C_{i+4, j+\frac{1}{2}}$,
(ii) $d C_{i, j} \subset \bigcup_{j^{\prime} \leq j} C_{i-1, j^{\prime}}$.

Here $i$ and $j$ are respectively called the Floer grading and the I-grading of $C_{i, j}$. A chain map $f:(C, d) \rightarrow$ ( $C^{\prime}, d^{\prime}$ ) of I-graded complexes is of level $\lambda>0$, if it is a module homomorphism satisfying


A level $\lambda$ chain homotopy $h:(C, d) \rightarrow\left(C^{\prime}, d^{\prime}\right)$ between two chain maps $f, g:(C, d) \rightarrow\left(C^{\prime}, d^{\prime}\right)$ of level $\lambda$ is a module homomorphism satisfying

$$
f-g=d^{\prime} h+h d
$$

and

$$
h C_{i, j} \subset \bigcup_{j^{\prime} \leq j+\lambda} C_{i+1, j^{\prime}}
$$

Our discussion above shows that the instanton Floer complex $\bar{C}_{G}\left(Y_{\#}, E_{\#}\right)$ and its symplectic version $\bar{C}_{S}\left(Y_{\#}, E_{\#}\right)$ are I-graded complexes, and $\mathbf{N}$ defines an I-graded chain map of level 0 which is an isomorphism. However, this is not completely satisfactory for two reasons. First the I-gradings on $\bar{C}_{G}\left(Y_{\#}, E_{\#}\right)$ and $\bar{C}_{S}\left(Y_{\#}, E_{\#}\right)$ depend on the auxiliary choices of perturbations, the Riemann metrics and almost complex structures. (It turns out the dependence on perturbation terms $h$ and $h^{\prime}$ are more serious than the other two items.) Second we need to fix a distinguished element $\alpha_{0}$ of $\mathfrak{C}_{G}$ to define the I-grading. Since the set $\mathfrak{C}_{G}$ changes by varying the auxiliary choices, we need to slightly modify this choice to resolve the second issue. Mostly for the ease of exposition, from now on we focus on the case of framed Floer homology discussed in the introduction.

Recall that for any closed 3-manifold $M$, framed Floer homology is defined by introducing $Y_{\#}:=$ $M \# T^{3}$. We also fix an $\mathrm{SO}(3)$ bundle $E_{\#}$ which is induced by the trivial bundle on $M$ and the pullback to $T^{3}$ of the non-trivial bundle $F_{1}$ on $T^{2}$. There is a unique flat connection on $F_{1}$ up to the action of the gauge group $\mathcal{G}\left(F_{1}\right)$ and the pullback of this connection to $T^{3}$ and the trivial connection on $M$ induce an $S O(3)$ family of flat connections on $E_{\#}$. Let $\alpha_{0}$ be an arbitrary element of this family. As it is explained in the introduction, any Heegaard splitting of $M$ induces an admissible splitting of $\left(Y_{\#}, E_{\#}\right)$ as $\left(Y \cup Y^{\prime}, E \cup E^{\prime}\right)$. For any such admissible splitting, there is a sequence $\left\{\left(\sigma_{i}, \sigma_{i}^{\prime}\right)\right\}$ in the perturbation space $\mathcal{P} \times \mathcal{P}^{\prime}$ which converges to zero and $\left(h_{i}, h_{i}^{\prime}\right):=\left(h_{\sigma_{i}}, h_{\sigma_{i}^{\prime}}^{\prime}\right)$ satisfies the following properties.
(i) The spaces $L_{h_{i}}(Y, E), L_{h_{i}^{\prime}}\left(Y^{\prime}, E^{\prime}\right)$ are smooth embedded Lagrangians which intersect transversely. The intersection of these two Lagrangians is denoted by $\mathfrak{C}_{S}^{i}$ and it can be identified with its gauge theoretical counterpart $\mathfrak{C}_{G}^{i}$. The set $\mathfrak{C}_{G}^{i}$ includes the flat connection $\alpha_{0}$.
(ii) The claim of Lemma 2.56 holds. In particular, we can use $\left(h_{i}, h_{i}^{\prime}\right)$ to define I-graded Floer complexes $\left(\bar{C}_{G}^{i}\left(Y_{\#}, E_{\#}\right), d^{i}\right)$ and $\left(\bar{C}_{S}^{i}\left(Y_{\#}, E_{\#}\right), d^{i}\right)$, where the I-grading is defined using $\alpha_{0}$.

Standard continuation maps in Floer theory provide chain maps $f_{i}^{j}: \bar{C}_{G}^{i}\left(Y_{\#}, E_{\#}\right) \rightarrow \bar{C}_{G}^{j}\left(Y_{\#}, E_{\#}\right)$ for any $i, j$ such that $f_{i}^{i}=\operatorname{Id}$ and $f_{j}^{k} \circ f_{i}^{j}$ is chain homotopic to $f_{i}^{k}$ using a chain homotopy $l_{i, j, k}$. In fact, the chain maps $f_{i}^{j}$ and the chain homotopy $l_{i, j, k}$ for $i, j, k \geq n$ are of level $\lambda_{n}$ where $\lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$. (See [Dae20, Subsection 2.2] for the proof of a similar claim in a closely related context.) In particular, the chain complexes $\bar{C}_{G}^{i}\left(Y_{\#}, E_{\#}\right)$ form an enriched complex in the sense of the following definition. (This is a slight variation of [DS20, Definition 7.16], which is adapted to the case of instanton Floer homology for admissible bundles.)

Definition 7.5. An enriched complex $\mathfrak{E}=\left\{\left(C^{i}, d^{i}\right), f_{i}^{j}, \lambda_{n}\right\}_{i, j, n}$ is a sequence of I-graded complexes $\left\{\left(C^{i}, d^{i}\right)\right\}$ and a family of chain maps $f_{i}^{j}: C^{i} \rightarrow C^{j}$ such that
(i) $f_{i}^{j}$ is of level $\lambda_{n}$ for any $i, j \geq n$,
(ii) $f_{i}^{i}=\mathrm{Id}$,
(iii) $f_{j}^{k} \circ f_{i}^{j}$ is chain homotopic to $f_{i}^{k}$ using a chain homotopy $l_{i, j, k}$ of level $\lambda_{n}$ whenever $i, j, k \geq n$,
(iv) $\lim _{n \rightarrow \infty} \lambda_{n}=0$.

Definition 7.6. If $\mathfrak{C}_{1}=\left\{\left(C_{1}^{i}, d_{1}^{i}\right), f_{i}^{j}, \lambda_{n}\right\}_{i, j, n}$ and $\mathfrak{C}_{2}=\left\{\left(C_{2}^{i}, d_{2}^{i}\right), g_{i}^{j}, \mu_{n}\right\}_{i, j, n}$ are two enriched complexes, then an enriched morphism $\mathfrak{N}: \mathfrak{C}_{1} \rightarrow \mathfrak{C}_{2}$ consists of level $\kappa_{i}$ chain maps $\mathbf{N}_{i}: C_{1}^{i} \rightarrow C_{2}^{i}$ for any $i$ such that $\mathbf{N}_{j} f_{i}^{j}$ and $g_{i}^{j} \mathbf{N}_{i}$ are chain homotopic using a chain homotopy of level $\kappa_{n}$ whenever $i, j \geq n$, and $\kappa_{n} \rightarrow 0$ as $n \rightarrow \infty$. Enriched morphisms $\mathfrak{N}=\left\{\mathbf{N}_{i}: C_{1}^{i} \rightarrow C_{2}^{i}\right\}$ and $\mathfrak{M}=\left\{\mathbf{M}_{i}: C_{1}^{i} \rightarrow C_{2}^{i}\right\}$ are chain homotopic to each other, if there is a sequence $\left\{\mathbf{K}_{i}: C_{1}^{i} \rightarrow C_{2}^{i}\right\}$ where $\mathbf{K}_{i}$ is a chain homotopy of level $\kappa_{i}$ between $\mathbf{N}_{i}$ and $\mathbf{M}_{i}$ with $\kappa_{n} \rightarrow 0$ as $n \rightarrow \infty$. . The enriched complexes $\mathfrak{C}_{1}$ and $\mathfrak{C}_{2}$ are chain homotopy equivalent to each other if there are enriched morphisms $\mathfrak{N}=\left\{\mathbf{N}_{i}: C_{1}^{i} \rightarrow C_{2}^{i}\right\}$ and $\mathfrak{M}=\left\{\mathbf{M}_{i}: C_{2}^{i} \rightarrow C_{1}^{i}\right\}$ such that the enriched morphism $\mathfrak{M} \circ \mathfrak{N}:=\left\{\mathbf{M}_{i} \circ \mathbf{N}_{i}: C_{1}^{i} \rightarrow C_{1}^{i}\right\}$ (resp. $\mathfrak{N} \circ \mathfrak{M}:=\left\{\mathbf{N}_{i} \circ \mathbf{M}_{i}: C_{2}^{i} \rightarrow C_{2}^{i}\right\}$ ) is chain homotopy equivalent to an isomorphism of $\mathfrak{C}_{1}$ (resp. $\mathfrak{C}_{2}$ ).

The following theorem is an extension of our main theorem, which in particular shows that framed Floer homology and symplectic framed Floer homology together with their Chern-Simons filtrations are isomorphic to each other. In the statement of the theorem, we write $\mathfrak{E}_{G}(M)$ for the enriched framed Floer complex $\left\{\left(\bar{C}_{G}^{i}\left(Y_{\#}, E_{\#}\right), d^{i}\right), f_{i}^{j}, \lambda_{n}\right\}$ of $M$.

Theorem 7.7. The I-graded complexes $\left(\bar{C}_{S}^{i}\left(Y_{\#}, E_{\#}\right), d^{i}\right)$ can be completed into an enriched complex

$$
\mathfrak{E}_{S}(M)=\left\{\left(\bar{C}_{S}^{i}\left(Y_{\#}, E_{\#}\right), d^{i}\right), g_{i}^{j}, \mu_{n}\right\},
$$

and the enriched framed Floer theories $\mathfrak{E}_{G}(M)$ and $\mathfrak{E}_{S}(M)$ are chain homotopy equivalent to each other as enriched complexes.

Proof. The construction of Subsection 3.2 gives a level 0 chain map $\mathbf{N}_{i}: \bar{C}_{G}^{i}\left(Y_{\#}, E_{\#}\right) \rightarrow \bar{C}_{S}^{i}\left(Y_{\#}, E_{\#}\right)$ for each $i$, which is an isomorphism. Then

$$
g_{i}^{j}:=\mathbf{N}_{j} \circ f_{i}^{j} \circ \mathbf{N}_{i}^{-1}:\left(\bar{C}_{S}^{i}\left(Y_{\#}, E_{\#}\right), d_{i}\right) \rightarrow\left(\bar{C}_{S}^{j}\left(Y_{\#}, E_{\#}\right), d^{j}\right)
$$

is a chain map, and $g_{j}^{k} \circ g_{i}^{j}$ is chain homotopic to $g_{i}^{k}$ using the chain homotopy $\mathbf{N}_{k} \circ l_{i, j, k} \circ \mathbf{N}_{i}^{-1}$. By picking $\mu_{n}=\lambda_{n}$, we may easily see that $\mathfrak{E}_{S}(M)=\left\{\left(\bar{C}_{S}^{i}\left(Y_{\#}, E_{\#}\right), d^{i}\right), g_{i}^{j}, \mu_{n}\right\}$ is an enriched complex. The maps $\mathbf{N}_{i}$ and $\mathbf{M}_{i}:=\mathbf{N}_{i}^{-1}$ give the desired chain homotopy equivalence between $\mathfrak{E}_{G}(M)$ and $\mathfrak{E}_{S}(M)$.

Remark 7.8. In this paper we have been concerned with the instanton Floer homology for admissible bundles on 3-manifolds. The key feature of these bundles is that they do not admit reducible flat connections. However, there are versions of instanton Floer homology for 3-manifolds [Flo88a, Don02, Frø02] and knots [CS99, DS20, Ech19] where one works with bundles which admit flat reducible connections. In these cases, one still has the Chern-Simons filtration which can be used to produce numerical invariants of

3-manifolds [Dae20, NST19] and knots [DS20]. Although this has not been investigated in the literature, it is reasonable to expect that the Chern-Simons filtration on framed Floer homology, in the form of the enriched complex $\mathfrak{E}_{G}(M)$ (or equivalently $\mathfrak{E}_{S}(M)$ ), could be useful in the study low of dimensional manifolds.

### 7.2 Quantum cohomology and the $\mu$-operator

Associated to any configuration space of connections on a principal bundle, there is a universal bundle, which can be used to produce cohomology classes of the configuration space. As the first example, let $\mathcal{A}^{*}(\Sigma, F)$ be the open subspace of $\mathcal{A}(\Sigma, F)$ given by irreducible connections, and define $\mathcal{B}^{*}(\Sigma, F) \subset$ $\mathcal{B}(\Sigma, F)$ as the quotient of $\mathcal{A}^{*}(\Sigma, F)$ by $\mathcal{G}(F)$. The gauge group $\mathcal{G}(F)$ acts in the obvious way on the product space $\mathcal{A}^{*}(\Sigma, F) \times \Sigma$, and this action can be lifted to the pullback of $F$ to $\mathcal{A}^{*}(\Sigma, F) \times \Sigma$. The stabilizer of the action of $\mathcal{G}(F)$ at any point of $\mathcal{A}^{*}(\Sigma, F) \times \Sigma$ is $\{ \pm 1\}$ which act trivially at any point on the bundle. In particular, taking quotient with respect to $\mathcal{G}(F)$ defines an $\mathrm{SO}(3)$-bundle on $\mathcal{B}^{*}(\Sigma, F) \times \Sigma$ which is called the universal bundle associated to $F$. We write $\mathbb{F}$ for the restriction of this bundle to the subspace $\mathcal{M}(\Sigma, F) \times \Sigma$ of $\mathcal{B}^{*}(\Sigma, F) \times \Sigma$. Similar constructions give rise to the universal bundles $\mathbb{E}_{\#}$ over $\mathcal{B}^{*}\left(Y_{\#}, E_{\#}\right) \times Y_{\#}$ and $\mathbb{V}$ over $\mathbf{B}(\alpha, \beta) \times X$ for any $\alpha, \beta \in \mathfrak{C}_{G}$. Here $\mathcal{B}^{*}\left(Y_{\#}, E_{\#}\right)$ is again the subspace of $\mathcal{B}\left(Y_{\#}, E_{\#}\right)$ given by irreducible connections.

The universal bundles $\mathbb{F}, \mathbb{E}_{\#}$ and $\mathbb{V}$ are related to each other. For any $(A, u) \in \mathbf{A}(\alpha, \beta)$, the restriction of $A$ to $\{(0, \theta)\} \times \Sigma \subset U_{\partial} \times \Sigma$ gives a flat connection in $\mathcal{A}^{*}(\Sigma, F)$ and this association is equivariant. This induces a map $\rho: \mathbf{B}(\alpha, \beta) \times U_{\partial} \times \Sigma \rightarrow \mathcal{M}(\Sigma, F) \times \Sigma$, and the restriction of $\mathbb{V}$ to $\mathbf{B}(\alpha, \beta) \times U_{\partial} \times \Sigma$ is given by the pullback of $\mathbb{F}$ via the map $\rho$. Let $\widehat{X}$ be the manifold obtained as the union of $X$ and $U_{+} \times \Sigma$ where $U_{\partial} \times \Sigma \subset X \times \Sigma$ is identified with $U_{\partial} \times \Sigma \subset U_{+} \times \Sigma$ in the obvious way. The above discussion shows that the bundles $\mathbb{V}$ over $\mathbf{B}(\alpha, \beta) \times X$ and the pullback of $\mathbb{F}$ to $\mathbf{B}(\alpha, \beta) \times U_{+} \times \Sigma$ via the map

$$
\begin{equation*}
([A, u], s, \theta, x) \in \mathbf{B}(\alpha, \beta) \times U_{+} \times \Sigma \rightarrow(u(s, \theta), x) \in \mathcal{M}(\Sigma, F) \times \Sigma, \tag{7.9}
\end{equation*}
$$

can be naturally identified with each other over $U_{\partial} \times \Sigma$, and hence they induce a bundle over $\mathbf{B}(\alpha, \beta) \times \widetilde{X}$, which we denote by $\widetilde{\mathbb{V}}$. Fix $T \geq 3$ and let $\mathbf{B}^{*}(\alpha, \beta)$ denote the subspace of $\mathbf{B}(\alpha, \beta)$ given by mixed pairs $[A, u]$ that the restriction of $A$ to $\{t\} \times Y_{\#}$, for any $t \in(-\infty,-T]$, is irreducible. Then the restriction of $\mathbb{V}$ to $\mathbf{B}^{*}(\alpha, \beta) \times(-\infty,-T] \times Y_{\#}$ is the pullback of the bundle $\mathbb{E}_{\#}$ with respect to the map

$$
\begin{equation*}
([A, u], t, x) \in \mathbf{B}^{*}(\alpha, \beta) \times(-\infty,-T] \times Y_{\#} \rightarrow\left(\left[\left.A\right|_{\{t\} \times Y_{\#}}\right], x\right) \in \mathcal{B}^{*}\left(Y_{\#}, E_{\#}\right) \times Y_{\#} . \tag{7.10}
\end{equation*}
$$

Later in this subsection we shall need a further constraint on $T$.
Universal bundles can be used to produce cohomology classes in configuration spaces of connections. For instance, in the case of $\mathcal{M}(\Sigma, F)$, the first Pontryagin class of $\mathbb{F}$ has the Künneth decomposition

$$
p_{1}(\mathbb{F})=\alpha_{0} \otimes \omega_{0}+\alpha_{1} \otimes \omega_{1}+\beta_{0} \otimes x_{0}+\beta_{1} \otimes x_{1}+\sum_{i} \psi_{j} \otimes \gamma_{j} \in H^{4}(\mathcal{M}(\Sigma, F) \times \Sigma)
$$

where the cohomology classes $\omega_{j} \in H^{2}(\Sigma), x_{j} \in H^{0}(\Sigma)$ and $\gamma_{j} \subset H^{1}(\Sigma)$ give a basis for the corresponding cohomology groups of $\Sigma$, and $\alpha_{j} \in H^{2}(\mathcal{M}(\Sigma, F)), \beta_{j} \in H^{4}(\mathcal{M}(\Sigma, F))$ and $\psi_{j} \in$
$H^{3}(\mathcal{M}(\Sigma, F))$. These cohomology classes of $\mathcal{M}(\Sigma, F)$ provide a multiplicative generating set for the cohomology ring $H^{*}(\mathcal{M}(\Sigma, F))$ [AB83].

Explicit representatives for these cohomology classes can be constructed in the following way. Let $\mathbb{F}_{\mathbf{C}}$ denote the complexification $\mathbb{F} \otimes \mathbf{C}$. Fix two sections $s_{1}^{S}$ and $s_{2}^{S}$ of $\mathbb{F}_{\mathbf{C}}$ and define

$$
Z:=\left\{(\alpha, x) \in \mathcal{M}(\Sigma, F) \times \Sigma \mid s_{1}^{S}(\alpha, x), s_{2}^{S}(\alpha, x) \text { are linearly dependent }\right\} .
$$

If the sections $s_{1}^{S}$ and $s_{2}^{S}$ are chosen generically, then $Z$ is a codimension four compact stratified subspace of $\mathcal{M}(\Sigma, F) \times \Sigma$ where the top stratum $Z_{0}$ is a smooth submanifold and $Z \backslash Z_{0}$ given by the common zeros of $s_{1}^{S}$ and $s_{2}^{S}$ has codimension twelve. In particular, if we co-orient $Z$ using the product orientation on $\mathcal{M}(\Sigma, F) \times \Sigma$ and the complex orientation on the fibers of $\mathbb{F}_{\mathbf{C}}$, then it has a well-defined fundamental class which gives the Poincaré dual for $c_{2}\left(\mathbb{F}_{\mathbf{C}}\right)=-p_{1}(\mathbb{F})$. For this space $Z$ and the analogous ones defined in the following, we use the non-standard product orientation convention to get a representative for $p_{1}(\mathbb{F})$. Thus $Z$ can be used to produce representatives for the cohomology classes $\alpha_{j}, \beta_{j}$ and $\psi_{j}$. For instance, the projection of $Z \cap\left(\mathcal{M}(\Sigma, F) \times \Sigma_{j}\right)$ to $\mathcal{M}(\Sigma, F)$ gives a cycle representing $\alpha_{j}$ and the intersection of $Z$ with $\mathcal{M}(\Sigma, F) \times\{x\}$ for a generic $x \in \Sigma_{j}$ gives a representative for $\beta_{j}$. Similarly, if $\ell$ is a closed oriented loop representing $\gamma_{j}$, then the intersection $Z \cap(\mathcal{M}(\Sigma, F) \times \ell)$, after possibly a perturbation of $\ell$, is transversal and the projection of this intersection to $\mathcal{M}(\Sigma, F)$ gives a cycle representing $\gamma_{j}$.

As in Subsection 2.4, for $\alpha, \beta \in \mathfrak{C}_{S}$, let $\mathrm{M}_{S}(\alpha, \beta)_{p}$ be the moduli space of pseudo-holomorphic maps $u: \mathbf{R} \times[-1,1] \rightarrow \mathcal{M}(\Sigma, F)$ satisfying Lagrangian boundary conditions corresponding to the path $p$ from $\alpha$ to $\beta$. Let $\operatorname{Ev}: \mathrm{M}_{S}(\alpha, \beta)_{p} \times \Sigma \rightarrow \mathcal{M}(\Sigma, F) \times \Sigma$ be the evaluation map that sends $(u, x)$ in $\mathrm{M}_{S}(\alpha, \beta)_{p} \times \Sigma$ to $(u(0,0), x)$. We also fix an element of $H^{2}(\Sigma)$ represented by one of the connected components $\Sigma_{\sigma}$ of $\Sigma$. A generic choice of $s_{1}^{S}$ and $s_{2}^{S}$ allows us to assume that Ev is transversal to $Z$. We form the cutdown moduli space

$$
\mathrm{L}_{S}(\alpha, \beta)_{p}:=\left\{(u, x) \in \mathrm{M}_{S}(\alpha, \beta)_{p} \times \Sigma_{\sigma} \mid \operatorname{Ev}(u, x) \in Z\right\} .
$$

Our transversality assumption implies that $\operatorname{dim}\left(\mathrm{L}_{S}(\alpha, \beta)_{p}\right)=\operatorname{dim}\left(\mathrm{M}_{S}(\alpha, \beta)_{p}\right)-2$.
Now, we are ready to review the definition of the operator $m_{\sigma}^{S}$. If the index of $p$ is at most 1 , the moduli space $\mathrm{L}_{S}(\alpha, \beta)_{p}$ is empty and if the index of $p$ is 2 , then $\mathrm{L}_{S}(\alpha, \beta)_{p}$ is a compact 0 -dimensional manifold which we may orient using the orientation of $\mathrm{M}_{S}(\alpha, \beta)_{p}$ and the co-orientation of $Z$ that realizes $p_{1}(\mathbb{F})$. Orientation of these moduli spaces allows us to define a homomorphism $m_{\sigma}^{S}: C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right) \rightarrow$ $C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right)$ as

$$
m_{\sigma}^{S}(\alpha):=\sum_{p: \alpha \rightarrow \beta} \# \mathrm{~L}_{S}(\alpha, \beta)_{p} \cdot \beta
$$

where the sum is over all paths $p$ from $\alpha \in \mathfrak{C}_{S}$ to $\beta \in \mathfrak{C}_{S}$ of index two and $\# \mathrm{~L}_{S}(\alpha, \beta)_{p}$ denotes the signed count of the elements of $\mathrm{L}_{S}(\alpha, \beta)_{p}$. An analysis of the ends of 1-dimensional cutdown moduli spaces $\mathrm{L}_{S}(\alpha, \beta)_{p}$ shows that the homomorphism $m_{\sigma}^{S}$ is a chain map, and we use the same notation to denote the induced map $m_{\sigma}^{S}: \mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right) \rightarrow \mathrm{SI}_{*}\left(Y_{\#}, E_{\#}\right)$ at the level of homology.

The above construction has a counterpart in the case of instanton Floer homology for admissible pairs, as we review the construction now for the pair $\left(Y_{\#}, E_{\#}\right)$. For any $\alpha, \beta \in \mathfrak{C}_{G}$, any path $p$ from $\alpha$ to $\beta$ and any $[A] \in \mathrm{M}_{G}(\alpha, \beta)_{p}$, the restriction $A_{t}$ of $A$ to $\{t\} \times Y_{\#}$ for any $t \in \mathbf{R}$ is irreducible. Otherwise, if
$A_{t}$ has a non-trivial stabilizer $u$, then $A$ and the pullback $u^{*} A$ are two solutions of the perturbed ASD equation that agree on $\{t\} \times Y_{\#}$. Unique continuation implies that these two connections are equal to each other which contradicts with the irreducibility of $A$. In particular, we obtain a well-defined map $\mathrm{M}_{G}(\alpha, \beta)_{p} \rightarrow \mathcal{B}^{*}\left(Y_{\#}, E_{\#}\right)$ by restricting $[A]$ to $\{0\} \times Y_{\#}$.

Next, we fix sections $s_{1}^{G}$ and $s_{2}^{G}$ of the complexified universal bundle $\mathbb{E}_{\#} \otimes \mathbf{C}$ over $\mathcal{B}^{*}\left(Y_{\#}, E_{\#}\right) \times Y_{\#}$ and define

$$
\begin{aligned}
& \mathrm{L}_{G}(\alpha, \beta)_{p}:=\left\{([A], x) \in \mathrm{M}_{G}(\alpha, \beta)_{p} \times \Sigma_{\sigma} \mid\right. \\
&\left.s_{1}^{G}\left(\left[\left.A\right|_{\{0\} \times Y_{\#}}\right], x\right) \text { and } s_{2}^{G}\left(\left[\left.A\right|_{\{0\} \times Y_{\#}}\right], x\right) \text { are linearly dependent. }\right\} .
\end{aligned}
$$

Again, we may assume that the space $\mathrm{L}_{G}(\alpha, \beta)_{p}$ is cut down transversely. In particular, it is empty, if the index of $p$ is at most one, and it is a compact 0 -dimensional manifold if the index of $p$ is two. In the latter case, we use the product orientation of $\mathrm{M}_{G}(\alpha, \beta)_{p} \times \Sigma_{\sigma}$ to orient $\mathrm{L}_{G}(\alpha, \beta)_{p}$. Oriented 0-dimensional moduli spaces $\mathrm{L}_{G}(\alpha, \beta)_{p}$ can be used to define the operator $m_{\sigma}^{G}: C\left(Y_{\#}, E_{\#}\right) \rightarrow C\left(Y_{\#}, E_{\#}\right)$ as

$$
m_{\sigma}^{G}(\alpha):=\sum_{p: \alpha \rightarrow \beta} \# \mathrm{~L}_{G}(\alpha, \beta)_{p} \cdot \beta
$$

where the sum is over all paths $p$ from $\alpha \in \mathfrak{C}_{G}$ to $\beta \in \mathfrak{C}_{G}$ with index two. Using 1-dimensional moduli spaces $\mathrm{L}_{G}(\alpha, \beta)_{p}$ one can see again that $m_{\sigma}^{G}$ is a chain map. The induced operator acting on $\mathrm{I}_{*}\left(Y_{\#}, E_{\#}\right)$ is denoted by the same notation.

To relate the operators $m_{\sigma}^{G}$ and $m_{\sigma}^{S}$ we need sections of the bundle $\widetilde{\mathbb{V}}$ interpolating between $s_{1}^{G}, s_{2}^{G}$ on the gauge theoretical side and $s_{1}^{S}, s_{2}^{S}$ on the symplectic side. Fix continuous sections $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ of $\widetilde{\mathbb{V}}$ defined over $\mathbf{B}^{*}(\alpha, \beta) \times \widetilde{X}$ which satisfy the following properties:
(i) The restriction of $\mathbf{s}_{i}$ to $\mathbf{B}^{*}(\alpha, \beta) \times X$ is smooth.
(ii) The restriction of $\mathbf{s}_{i}$ to $\mathbf{B}^{*}(\alpha, \beta) \times(-\infty,-T] \times Y_{\#}$ is given by pulling back $s_{i}^{G}$ using the map (7.10).
(iii) As in Subsection 4.2.2, let $X_{T}$ denote the the compact subspace of $X$ given as the complement of $(T, \infty) \times T,(-\infty,-T) \times Y^{\prime}$ and $(-\infty,-T) \times Y_{\#}$ in $X$. Then $\mathrm{s}_{i}([A, u], x)$ for $([A, u], x) \in$ $\mathbf{B}^{*}(\alpha, \beta) \times X_{T}$ depends on the restriction of $[A]$ to $X_{T}$. To be more precise, the bundle $\mathbb{V}$ over $\mathbf{B}^{*}(\alpha, \beta) \times X_{T}$ is the pullback of the universal bundle over $\mathcal{B}^{*}\left(X_{T}\right) \times X_{T}$ and we demand that $\mathbf{s}_{i}$ is the pullback of a section of this universal bundle. Here $\mathcal{B}^{*}\left(X_{c}\right)$ denotes the configuration space of irreducible $L_{l}^{2}$ connections on $X_{T}$ and the universal bundle over this space is defined analogous to the previous instances of universal bundles.
(iv) The restriction of $\mathbf{s}_{i}$ to $\mathbf{B}^{*}(\alpha, \beta) \times U_{-} \times \Sigma$ is given by pulling back $s_{i}^{S}$ using the map (7.9).

Suppose the constant $T$ in the definition of $\mathbf{B}^{*}(\alpha, \beta)$ is chosen such that the secondary perturbation term $\eta$ vanishes on $(-\infty,-T] \times Y_{\#}$. Then unique continuation again implies that the moduli space $\mathbf{M}_{\eta}(\alpha, \beta)$ is contained in $\mathbf{B}^{*}(\alpha, \beta)$. We may arrange the sections $s_{i}^{G}$, $s_{i}^{S}$ and $\mathbf{s}_{i}$ so that the following subspace of
$\mathbf{M}_{\eta}(\alpha, \beta) \times \mathbf{R} \times \Sigma_{\sigma}$ for $d \leq 2$ is cut down transversely:

$$
\begin{aligned}
\mathbf{L}(\alpha, \beta)_{d}:=\{([A, u], t, x) \in & \mathbf{M}_{\eta}(\alpha, \beta)_{d+1} \times \mathbf{R} \times \Sigma_{\sigma} \mid \\
& \left.\mathbf{s}_{1}([A, u], t, x) \text { and } \mathbf{s}_{2}([A, u], t, x) \text { are linearly dependent }\right\} .
\end{aligned}
$$

Here we use the embedding of $\mathbf{R} \times \Sigma_{\sigma}$ into $\widetilde{X}$ where $(-\infty, 0] \times \Sigma_{\sigma}$ is mapped to $(-\infty, 0] \times\{0\} \times \Sigma_{\sigma} \subset$ $U_{-} \times \Sigma$ and $[0, \infty) \times \Sigma_{\sigma}$ is mapped to $[0, \infty) \times\{0\} \times \Sigma_{\sigma} \subset U_{+} \times \Sigma$. By assumption, the restrictions of $\mathbf{s}_{i}$ to $\mathbf{M}(\alpha, \beta)_{d} \times \Sigma_{\sigma} \times(-\infty, 0], \mathbf{M}(\alpha, \beta)_{d} \times \Sigma_{\sigma} \times[0, \infty)$ and $\mathbf{M}(\alpha, \beta)_{d} \times \Sigma_{\sigma} \times\{0\}$ are smooth. The transversality assumption above means that the loci that $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ are linearly dependent over each of these subspaces is cut down transversely. This transversality assumption implies that $\mathbf{L}(\alpha, \beta)_{d}$ is empty for $d<0$ and it is a 0 -dimensional manifold for $d=0$.

Lemma 7.11. The moduli space $\mathbf{L}(\alpha, \beta)_{0}$ is compact.
Proof. Suppose $\left\{\left(\left[A_{i}, u_{i}\right], t_{i}, x_{i}\right)\right\}$ is a sequence of elements in $\mathbf{L}(\alpha, \beta)_{0}$. After passing to a subsequence, we may assume that $x_{i}$ converges to $x_{0} \in \Sigma_{\sigma}$ and $t_{i}$ converges to $t_{0}$ which is either a finite real number or $\pm \infty$. The argument of Subsection 5.4 implies that there is a solution of the mixed equation $\left[A_{0}, u_{0}\right] \in \mathbf{M}_{\eta}\left(\alpha^{\prime}, \beta^{\prime}\right)_{d+1}$ with $d \leq 0$, perturbed ASD connections

$$
A_{1}^{G} \in \breve{\mathrm{M}}_{G}\left(\alpha, \alpha_{1}\right)_{p_{1}}, A_{2}^{G} \in \breve{\mathrm{M}}_{G}\left(\alpha_{1}, \alpha_{2}\right)_{p_{2}}, \ldots, A_{n}^{G} \in \breve{\mathrm{M}}_{G}\left(\alpha_{n-1}, \alpha^{\prime}\right)_{p_{n}}
$$

and pseudo-holomorphic strips

$$
u_{1}^{S} \in \breve{\mathrm{M}}_{S}\left(\beta^{\prime}, \beta_{1}\right)_{p_{1}^{\prime}}, u_{2}^{S} \in \breve{\mathrm{M}}_{S}\left(\beta_{1}, \beta_{2}\right)_{p_{2}}, \ldots, u_{m}^{S} \in \breve{\mathrm{M}}_{S}\left(\beta_{m-1}, \beta\right)_{p_{m}^{\prime}}
$$

such that $\left[A_{i}, u_{i}\right]$ is chain convergent to $\left(\left[A_{1}^{G}\right], \ldots,\left[A_{n}^{G}\right],\left[A_{0}, u_{0}\right], u_{1}^{S}, \ldots, u_{m}^{S}\right)$ on the complement of a set of bubble points. Since the index of the mixed pairs $\left[A_{i}, u_{i}\right]$ is 1 , we may show that the set of bubble points is empty by arguing as in Subsection 5.4. If $t_{0}$ is a finite number, then the continuity of the sections $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ (together with the properties (ii) and (iii) of $\mathbf{s}_{i}$ if $\left.t_{0}<0\right)$ implies that $\mathbf{s}_{1}\left(\left[A_{0}, u_{0}\right], t_{0}, x_{0}\right)$ and $\mathbf{s}_{2}\left(\left[A_{0}, u_{0}\right], t_{0}, x_{0}\right)$ are linearly dependent. In particular, the moduli space $\mathbf{L}\left(\alpha^{\prime}, \beta^{\prime}\right)_{d}$ is non-empty which shows that $d=0$. This in turn implies that $m=n=0$ and $\alpha=\alpha^{\prime}, \beta=\beta^{\prime}$, and $\left\{\left(\left[A_{i}, u_{i}\right], t_{i}, x_{i}\right)\right\}$ is convergent to $\left(\left[A_{0}, u_{0}\right], t_{0}, x_{0}\right) \in \mathbf{L}(\alpha, \beta)_{0}$ with respect to the topology of $\mathbf{L}(\alpha, \beta)_{0}$. Thus in this case $\left\{\left(\left[A_{i}, u_{i}\right], t_{i}, x_{i}\right)\right\}$ is convergent after passing to a subsequence.

Next, we consider the case that $t_{0}$ is not a finite number. First let $t_{0}=-\infty$. After passing to a subsequence, we may assume that $t_{i} \leq-T$ for any $i$. Translating the restriction of $A_{i}$ to $(-\infty,-T]$ by $t_{i}$ gives a connection $A_{i}^{\prime}$ on $\left(-\infty,-T-t_{i}\right]$ such that $s_{1}^{G}\left(\left[A_{i}^{\prime} \mid\{0\} \times Y_{\#}\right], x_{i}\right)$ and $s_{2}^{G}\left(\left[A_{i}^{\prime} \mid\{0\} \times Y_{\#}\right], x_{i}\right)$ are linearly independent. Since $t_{i} \rightarrow-\infty$, our assumption on the chain convergence of $\left\{\left(\left[A_{i}, u_{i}\right], t_{i}, x_{i}\right)\right\}$ implies that the connections $A_{i}^{\prime}$ modulo the action of the gauge group are convergent to $B$ which is one of the connections $A_{i}^{G}$ or the pullback of one of the connections $\alpha_{0}=\alpha, \alpha_{1}, \ldots, \alpha_{n-1}, \alpha_{n}=\alpha^{\prime}$. Moreover, property (ii) of the sections $\mathbf{s}_{i}$ implies that $s_{1}^{G}\left(\left[\left.B\right|_{\{0\} \times Y_{\#}}\right], x_{0}\right)$ and $s_{2}^{G}\left(\left[\left.B\right|_{\left.\{0\} \times Y_{\#}\right]}\right], x_{0}\right)$ are linearly dependent. In particular, $B$ equals one of the connections $A_{i}^{G}$, and this connections represents an element of $\mathrm{L}_{G}\left(\alpha_{i-1}, \alpha_{i}\right)_{p}$. This implies that the index of $A_{i}^{G}$ is at least 2 . On the other hand, the sum of the indices of the connections $A_{i}^{G}$, the mixed pair $\left[A_{0}, u_{0}\right]$ and $u_{j}^{S}$ is 1 , which is a contradiction. This shows that $t_{0}$ cannot be $-\infty$. A similar proof rules out the case $t_{0}=\infty$.

We orient the compact 0 -dimensional manifold $\mathbf{L}(\alpha, \beta)_{0}$ using the orientation of $\mathbf{M}_{\eta}(\alpha, \beta)_{1}$ and the induced product orientation on $\mathbf{M}_{\eta}(\alpha, \beta)_{1} \times \mathbf{R} \times \Sigma_{\sigma}$. These oriented moduli spaces allow us to define a map $K: C\left(Y_{\#}, E_{\#}\right) \rightarrow C_{S}\left((Y, E),\left(Y^{\prime}, E^{\prime}\right)\right)$ as

$$
K(\alpha):=\sum_{\beta} \# \mathbf{L}(\alpha, \beta)_{0} \cdot \beta
$$

To prove Theorem 4 for the operators $m_{\sigma}^{G}$ and $m_{\sigma}^{S}$, it suffices to show that $\mathbf{N} \circ m_{\sigma}^{G}-m_{\sigma}^{S} \circ \mathbf{N}=d K+K d$. The following proposition, which is the counterpart of part (ii) of Proposition 3.26, shows that this relation follows from analyzing the ends of the 1 -dimensional moduli spaces $\mathbf{L}(\alpha, \beta)_{1}$.

Proposition 7.12. The moduli spaces of the form $\mathbf{L}(\alpha, \beta)_{1}$ can be compactified into compact 1-manifolds by adding points in correspondence to the 0 -dimensional spaces

$$
\begin{equation*}
\mathbf{L}(\alpha, \gamma)_{0} \times \breve{\mathrm{M}}_{S}(\gamma, \beta)_{p}, \quad \breve{\mathrm{M}}_{G}(\alpha, \gamma)_{p} \times \mathbf{L}(\gamma, \beta)_{0}, \tag{7.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{\eta}(\alpha, \gamma)_{0} \times \mathrm{L}_{S}(\gamma, \beta)_{p}, \quad \mathrm{~L}_{G}(\alpha, \gamma)_{p} \times \mathbf{M}_{\eta}(\gamma, \beta)_{0} \tag{7.14}
\end{equation*}
$$

where $\gamma \in \mathfrak{C}_{G} \cong \mathfrak{C}_{S}$, in (7.13) p denotes a path of index 1 , and in (7.14) $p$ denotes a path of index 2. Moreover, the induced orientation on the boundary components of the compactified moduli space $\mathbf{L}(\alpha, \beta)_{1}$ agree with the product orientation on the two terms in (7.13) and the first term in (7.14) and disagrees with the induced orientation on the second term in (7.14).

Proof. A straightforward adaptation of the proof of Lemma 7.11 shows that any sequence of elements in $\mathbf{L}(\alpha, \beta)_{1}$ without any subsequence convergent to an element of this moduli space has a subsequence chain convergent to an element in one of the spaces in (7.13) or (7.14). We need a gluing theory as a converse to this compactness result to show all elements of (7.13) and (7.14) appear as the ends of the moduli space $\mathbf{L}(\alpha, \beta)_{1}$. As in the case of Proposition 3.26, the desired gluing theory results concern gluing mixed pairs to ASD connections or pseudo-holomorphic strips on the gauge theoretical or symplectic ends. In particular, they can be proved by a straightforward adaptation of the corresponding gluing results in the context of instanton Floer theory and Lagrangian Floer theory. The discussion of the induced orientations of the moduli spaces on the boundary components is also similar to the standard corresponding results in the context of instanton Floer theory and Lagrangian Floer theory.

We may follow a similar discussion to prove the variation of the above result in the case that $\sigma \in H^{1}(\Sigma)$ and is represented by a loop $\ell_{\sigma}$ in $\Sigma$. The main modifications applied to the proof are replacing $\Sigma_{\sigma}$ with $\ell_{\sigma}$ and working with the moduli spaces of instantons, pseudo-holomorphic strips and mixed pairs of one dimension higher. The above argument does not immediately generalize to the case that $\sigma \in H^{0}(\Sigma)$ because we need to work with the 4 -dimensional moduli spaces of solutions to the mixed equation. The main obstacle in this case is that we may have bubbling along the matching line in the compactification of the moduli spaces of mixed pairs, and we have not studied the behavior of the compactified moduli spaces in a neighborhood of such bubbles.

## References

[AB83] Michael Atiyah and Raoul Bott, The Yang-Mills equations over Riemann surfaces, Philos. Trans. Roy. Soc. London Ser. A 308 (1983), no. 1505, 523-615. MR702806 $\uparrow 3$, 5, 8, 58, 88
[Alb08] Peter Albers, A Lagrangian Piunikhin-Salamon-Schwarz morphism and two comparison homomorphisms in Floer homology, Int. Math. Res. Not. IMRN 4 (2008), Art. ID rnm134, 56. MR2424172 $\uparrow 5$
[Aro57] Nachman Aronszajn, A unique continuation theorem for solutions of elliptic partial differential equations or inequalities of second order, J. Math. Pures Appl. (9) $\mathbf{3 6}$ (1957), 235-249. MR92067 $\uparrow 82$
[Ati88] Michael Atiyah, New invariants of 3- and 4-dimensional manifolds, The mathematical heritage of Hermann Weyl (Durham, NC, 1987), 1988, pp. 285-299. MR974342 (89m:57034) $\uparrow 6$
[BC09] Paul Biran and Octav Cornea, Rigidity and uniruling for Lagrangian submanifolds, Geom. Topol. 13 (2009), no. 5, 2881-2989. MR2546618 $\uparrow 5$
[BC13] $\qquad$ , Lagrangian cobordism. I, J. Amer. Math. Soc. 26 (2013), no. 2, 295-340. MR3011416 $\uparrow 17$
[BD95] Peter Braam and Simon Donaldson, Floer's work on instanton homology, knots and surgery, The Floer memorial volume, 1995, pp. 195-256. MR1362829 个3, 18
[CS99] Olivier Collin and Brian Steer, Instanton Floer homology for knots via 3-orbifolds, J. Differential Geom. $\mathbf{5 1}$ (1999), no. 1, 149-202. MR1703606 $\uparrow 86$
[Dae20] Aliakbar Daemi, Chern-Simons functional and the homology cobordism group, Duke Math. J. 169 (2020), no. 15, 2827-2886. MR4158669 $\uparrow 85,87$
[DFL] Aliakbar Daemi, Kenji Fukaya, and Maksim Lipyanskiy, Lagrangians, SO(3)-instantons, and an Mixed Equation, In preparation. $\uparrow 2,6,23,27,33,39,41,42,43,44,45,60,62$
[DK90] Simon Donaldson and Peter Kronheimer, The geometry of four-manifolds, Oxford University Press, 1990. $\uparrow 61,62$, 71
[Don02] Simon Donaldson, Floer homology groups in Yang-Mills theory, Cambridge Tracts in Mathematics, vol. 147, Cambridge University Press, Cambridge, 2002. With the assistance of M. Furuta and D. Kotschick. MR 1883043 (2002k:57078) †21, 22, 57, 59, 62, 68, 72, 73, 76, 78, 79, 86
[Don87] _, The orientation of Yang-Mills moduli spaces and 4-manifold topology, J. Differential Geom. 26 (1987), no. 3, 397-428. MR910015 个9, 74
[DS20] Aliakbar Daemi and Christopher Scaduto, Equivariant aspects of singular instanton floer homology, 2020. $\uparrow 83,85$, 86, 87
[DS94a] Stamatis Dostoglou and Dietmar A. Salamon, Cauchy-Riemann operators, self-duality, and the spectral flow, First European Congress of Mathematics, Vol. I (Paris, 1992), 1994, pp. 511-545. MR1341835 $\uparrow 8$
[DS94b]_, Self-dual instantons and holomorphic curves, Ann. of Math. (2) 139 (1994), no. 3, 581-640. MR1283871 (95g:58050) $\uparrow 4,6$
[Dun15] David Duncan, Higher-rank instanton cohomology and the quilted atiyah-floer conjecture, 2015. $\uparrow 6$
[Ech19] Mariano Echeverria, A Generalization of the Tristram-Levine Knot Signatures as a Singular Furuta-Ohta Invariant for Tori, arXiv e-prints (2019Aug), arXiv:1908.11359, available at 1908.11359. $\uparrow 86$
[Flo88a] Andreas Floer, An instanton-invariant for 3-manifolds, Comm. Math. Phys. 118 (1988), no. 2, 215-240. MR956166 $\uparrow 6,9,21,22,73,74,86$
[Flo88b]_, Morse theory for Lagrangian intersections, J. Differential Geom. 28 (1988), no. 3, 513-547. MR965228 $\uparrow 4,73$
[Flo88c] , The unregularized gradient flow of the symplectic action, Comm. Pure Appl. Math. 41 (1988), no. 6, 775-813. MR948771 $\uparrow 62$
[Flo89] , Cuplength estimates on Lagrangian intersections, Comm. Pure Appl. Math. 42 (1989), no. 4, 335-356. MR990135 $\uparrow 5$
[Flo95] _, Instanton homology and Dehn surgery, The Floer memorial volume, 1995, pp. 77-97. MR $1362823 \uparrow 3$
[FOOO09a] Kenji Fukaya, Yong-Geun Oh, Hiroshi Ohta, and Kaoru Ono, Lagrangian intersection Floer theory: anomaly and obstruction. Part I, AMS/IP Studies in Advanced Mathematics, vol. 46, American Mathematical Society, Providence, RI; International Press, Somerville, MA, 2009. MR2553465 $\uparrow 5,16$
[FOOO09b]_, Lagrangian intersection Floer theory: anomaly and obstruction. Part II, AMS/IP Studies in Advanced Mathematics, vol. 46, American Mathematical Society, Providence, RI; International Press, Somerville, MA, 2009. MR2548482 $\uparrow 16$
[Frø02] Kim Frøyshov, Equivariant aspects of Yang-Mills Floer theory, Topology 41 (2002), no. 3, 525-552. MR1910040 $\uparrow 86$
[Fuk] Kenji Fukaya, Floer homology for 3-manifolds with boundary I, Unpublished, but a draft is available at http://www.math.kyoto-u.ac.jp/~fukaya/fukaya.html. $\uparrow 6$
[Gro85] Mikhael Gromov, Pseudo holomorphic curves in symplectic manifolds, Invent. Math. 82 (1985), no. 2, 307-347. MR809718 $\uparrow 62$
[Her94] Christopher Herald, Legendrian cobordism and Chern-Simons theory on 3-manifolds with boundary, Comm. Anal. Geom. 2 (1994), no. 3, 337-413. MR1305710 ↔3, 6, 9, 10, 11, 74, 76, 77
[KM04] Peter Kronheimer and Tomasz Mrowka, Witten's conjecture and property P, Geom. Topol. 8 (2004), 295-310. MR2023280 $\uparrow 58$
[KM07] ___, Monopoles and three-manifolds, New Mathematical Monographs, vol. 10, Cambridge University Press, Cambridge, 2007. MR2388043 $\uparrow 79$
[KM10] _, Knots, sutures, and excision, J. Differential Geom. 84 (2010), no. 2, 301-364. MR2652464 个5, 58
[KM11] , Knot homology groups from instantons, J. Topol. 4 (2011), no. 4, 835-918. MR2860345 (2012m:57060) $\uparrow 5,9,74,75$
[Kro05] Peter Kronheimer, Four-manifold invariants from higher-rank bundles, J. Differential Geom. 70 (2005), no. 1, 59-112. MR2192061 (2006g:57059) 个62, 82
[Lip14] Maksim Lipyanskiy, Gromov-Uhlenbeck Compactness, ArXiv e-prints (September 2014), available at 1409.1129. $\uparrow 6,23$
[LL95] Ronnie Lee and Weiping Li, Floer homologies for Lagrangian intersections and instantons, arXiv Mathematics e-prints (June 1995), math/9506221, available at math/9506221. $\uparrow 6$
[MMR94] John Morgan, Tomasz Mrowka, and Daniel Ruberman, The $L^{2}$-moduli space and a vanishing theorem for Donaldson polynomial invariants, Monographs in Geometry and Topology, II, International Press, Cambridge, MA, 1994. MR1287851 $\uparrow 21$
[MS04] Dusa McDuff and Dietmar Salamon, J-holomorphic curves and symplectic topology, American Mathematical Society Colloquium Publications, vol. 52, American Mathematical Society, Providence, RI, 2004. MR2045629 $\uparrow 82$
[NST19] Yuta Nozaki, Kouki Sato, and Masaki Taniguchi, Filtered instanton Floer homology and the homology cobordism group, arXiv e-prints (2019May), arXiv:1905.04001, available at 1905.04001. $\uparrow 87$
[Oh93] Yong-Geun Oh, Floer cohomology of Lagrangian intersections and pseudo-holomorphic disks. I, Comm. Pure Appl. Math. 46 (1993), no. 7, 949-993. MR1223659 $\uparrow 4,14,15$
[Ram73] Sundararaman Ramanan, The moduli spaces of vector bundles over an algebraic curve, Math. Ann. 200 (1973), 69-84. MR325615 $\uparrow 58$
[Sei01] Paul Seidel, More about vanishing cycles and mutation, Symplectic geometry and mirror symmetry (Seoul, 2000), 2001, pp. 429-465. MR1882336 $\uparrow 5$
[Tau90] Clifford Taubes, Casson's invariant and gauge theory, J. Differential Geom. 31 (1990), no. 2, 547-599. MR1037415 $\uparrow 9,21,74$
[Tau93] , L_ $L^{2}$ moduli spaces on 4-manifolds with cylindrical ends, Monographs in Geometry and Topology, I, International Press, Cambridge, MA, 1993. MR1287854 $\uparrow 21$
[Uh182a] Karen Uhlenbeck, Connections with $L^{p}$ bounds on curvature, Comm. Math. Phys. 83 (1982), no. 1, 31-42. MR648356 $\uparrow 62$
[Uh182b]_, Removable singularities in Yang-Mills fields, Comm. Math. Phys. 83 (1982), no. 1, 11-29. MR648355 $\uparrow 62$
[Weh05] Katrin Wehrheim, Lagrangian boundary conditions for anti-self-dual instantons and the Atiyah-Floer conjecture, 2005, pp. 703-747. Conference on Symplectic Topology. MR2235859 $\uparrow 6$
[WW16] Katrin Wehrheim and Chris Woodward, Floer field theory for coprime rank and degree, arXiv e-prints (2016Jan), arXiv:1601.04924, available at $1601.04924 . \uparrow 5,17,18$
[Yos] Tomoyoshi Yoshida, Floer homology and holomorphic curves - atiyah conjecture, Preprint 1992. $\uparrow 6$


[^0]:    *The work of AD was supported by NSF Grant DMS-1812033 and NSF FRG Grant DMS-1952762.
    ${ }^{\dagger}$ The work of KF was supported by the Simons Foundation through its Homological Mirror Symmetry Collaboration grant.

[^1]:    ${ }^{1}$ The same integer $l$ is used throughout the paper for Sobolev spaces associated to manifolds of various dimensions. The exact choice of the Sobolev parameter $l$ does not play any role in this paper.

