
CHAPTER 20

Group law on the nonsingular cubic

It is now high time for the “smooth” version of Chapter 17: group
laws and addition theorems for elliptic curves. We start by introduc-
ing an algebro-geometrically defined binary operation on the points
of a cubic curve, and prove that it coincides with addition on C/ΛE

under the Abel isomorphism. This gives one proof that the operation
defines an abelian group, and we give another more natural one as
well. From the fact that it makes Abel’s map into a homomorphism
we will then derive functional equations for elliptic integrals.

20.1. Definition of the group law

Let E ⊂ P2 be a nonsingular cubic, which we shall not require to
be in Weierstrass form, and fix a flex O. Let p and q be points of E.

Step 1: Draw the line L1 through p and q:

p

q

p*q

O

L1

By Bézout, there is a third intersection point, which we shall denote
p ∗ q, so that

L1 · E = [p] + [q] + [p ∗ q].
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Note that the three points need not be distinct — any two, or all
three, may coincide. This has the usual interpretation: a double-
intersection means L1 is tangent to E at that point; a triple-intersection
means you have a flex.

Step 2: Draw the line L2 through O and p ∗ q:

p

q

p*q

O

L

p+q

2

The third intersection point is denoted p + q, with the same interpre-
tations as above.

In the special case where E is in Weierstrass form, L2 is a verti-
cal line {X = x0Z}. So the map sending p ∗ q to p + q is just the
involution ȷ : E → E taking (x, y) +→ (x,−y):

2e
1

3

O

E

e e

j
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We have therefore constructed a binary operation

E × E → E

(p, q) +→ p + q

on the (set consisting of the) points of E. It is not yet clear that this
defines a group. It is clear that it is commutative, so that if it defines
a group, then that group is abelian.

20.2. Relation to the group structure on the 1-torus

Let T : P2 → P2 be the projective transformation putting E into
Weierstrass form (and taking O to O′ := [0 : 0 : 1]). Denote the
binary operation defined on points of E′ := T(E) (via the method
just described, with O′ replacing O) by +′. Since projectivities pre-
serve lines, intersection multiplicities, and so forth, it is clear that
T(p) +′ T(q) = T(p + q). So to show that “+” defines a group law
for arbitrary E, it suffices to check this for Weierstrass cubics.

Hence we may assume E is in Weierstrass form (and O = [0:0:1]).
Take the Abel map

u : E → C/ΛE

to be as in Chapter 19, with inverse P . We know that “addition mod
ΛE” defines a group law on C/ΛE. The next result implies not only
that our operation on E defines a group law, it says that u is an iso-
morphism of groups.

20.2.1. THEOREM. The Abel map respects binary operations. That is,
the equivalent formulas

(20.2.2) P(u1) + P(u2) = P(u1 + u2)

(20.2.3) u(p) + u(q) ≡ u(p + q) mod ΛE

hold.

PROOF. We will prove (20.2.3), in a manner reminiscent of the
proof of Theorem 19.2.1. Writing FLi for the degree-1 homogeneous
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polynomial defining Li, consider the meromorphic function

f :=
FL2

FL1

????
E
∈ K(E)∗.

Reading its divisor off from the intersection points of the {Li} and E,

( f ) = [p + q] + [p ∗ q] + [O]− ([p] + [q] + [p ∗ q])

= [p + q]− [p]− [q] + [O].

So for its pullback P∗ f = f ◦ P to C/ΛE,

(P∗ f ) = [u(p + q)]− [u(p)]− [u(q)] + [0].

Cut open C/ΛE and put U :=
´ ∗

0 du on the resulting fundamental
region F:

β−β

α

−α

O

u(p+q)

u(p)u(q)

F

Write U(p) for U(u(p)) (and so on) for simplicity. By the residue
theorem,

U(p + q)− U(p)− U(q) (+ 0) =
1

2πi

‰

∂F
U · d(P∗ f )

P∗ f

=

M
− 1

2πi

ˆ

α
dlog(P∗ f )

N
ˆ

β
du +

K
1

2πi

ˆ

β
dlog(P∗ f )

L
ˆ

α
du.

Since both terms in braces are integers, the whole thing belongs to

Z

T
ˆ

α
du,
ˆ

β
du

U
= ΛE.

Since U(p), U(q), U(p + q) are lifts to C of u(p), u(q), u(p + q), going
modulo ΛE we see that u(p + q)− u(p)− u(q) ≡ 0. □

We will generalize this argument in the next chapter to get Abel’s
theorem for E.
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20.2.4. REMARK. For an arbitrary smooth cubic C, one still has
(up to scale) a unique ω ∈ Ω1(C), which gives rise to an Abel iso-
morphism u : C → C/Λ(C,ω). Property (20.2.3) still holds in this
setting by more or less the same proof; this avoids passing through
Weierstrass form.

20.3. A more algebro-geometric approach

Returning to the setup of §20.1, let us suppose that the coeffi-
cients of the homogeneous cubic polynomial defining E belong to
some subfield k ⊂ C. We shall say E is defined over k. If K ⊂ C is
a field extension of k (e.g. k itself, or C), then we can consider the
K-points of E

E(K) := {[Z : X : Y] ∈ E | Z, X, Y ∈ K}.

20.3.1. PROPOSITION. E(K) is closed under “+”, and is consequently
a subgroup of E.

PROOF. If p, q ∈ E(K) then the line L1 = Lpq is defined over

K, and so can be parametrized P1 ∼=→ Lpq over K. This means that
the formulas expressing [Z:X:Y] as functions of [T0:T1] ∈ P1 involve
coefficients in K. So the pullback of the homogeneous polynomial
defining E is defined over K. Now this can be written

∑3
j=0 β jZ

3−j
0 Zj

1 = ∏3
i=1(Z1 − αiZ0),

assuming without loss of generality that there are no Z0 factors; and
what we know is that the β j ∈ K. At first glance that does not guar-
antee that the αi ∈ K. But in this case we know that two of them
— say, α1, α2 — correspond to p, q and so must belong to K. Conse-
quently α3 ∈ K as well, and its image point p ∗ q is also defined over
K. Repeat the argument for L2 and the claim follows. □
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20.3.2. REMARK. (a) In light of the above definition, the “correct”
notation for the set of complex points of E, which we have heretofore
denoted simply “E”, is E(C).

(b) As a C-module, E(C) ∼= C/ΛE has rank 1, but as an abelian
group (i.e. “Z-module”), its rank is infinite. (Consider a bunch of
Q-linearly independent complex numbers modulo ΛE — there is no
bound on the size of the Q-vector space you can generate in this fash-
ion.) On the other hand, for the subgroup E(Q), a famous theorem
of MORDELL (1922) asserts that the rank (as an abelian group) is al-
ways finite. In Exercise (6) below, you will show computationally
that the rank of E(Q) in one example is at least 1.

Now the Abel map u is non-algebraic (i.e., transcendental); it
should be seen as providing a link between the complex algebraic
and the complex analytic. Such maps together with their inverses,
which include multivariate abelian functions, modular and auto-
morphic forms, and the “mirror map” in string theory, are very im-
portant in arithmetic algebraic geometry. While they do not preserve
the field of definition, they have nevertheless been essential to the
study of things like class field theory, the proof of Fermat’s last theo-
rem, and instanton numbers. Still, in light of the subgroup structures
E(K) ⊂ E(C), it is a bit sloppy to prove that “+” is a group law in a
manner that only works over C.

So we will now give the “fully algebraic” approach to this proof,
by checking that

(20.3.3) O + p = p (∀ p ∈ E),

(20.3.4) (p ∗ q) + (p + q) = O (∀ p, q ∈ E), and

(20.3.5) the operation “+” is associative.

Notice that (20.3.4) implies (p ∗ O) + (p + O) = O, and thus that
p ∗O = −p, so we indeed have inverses; (20.3.3) and (20.3.5) are the
other two group axioms.
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To verify (20.3.3), we have the pictorial depiction of the two-step
process for adding O and p:

E

Step IIStep I

O O

O*p

p

O*p

L L
1 2

O+p

in which L1 = LOp and L2 = LO,O∗p = L1!! Consequently the third
intersection point O + p of L2 with E, is none other than p. Property
(20.3.4) isn’t much harder; again, a picture:

p

q

O

L1

p+q

p*q

=(p*q)*(p+q) O

L2

where L1 = Lp∗q, p+q. Since the line through O and p ∗ q intersects
E in (and defines) p + q, it follows that L1’s third intersection point
(p ∗ q) ∗ (p + q) with E is just O. Then

L2 := LO,(p∗q)∗(p+q) = LO,O = TOE,

and since O is a flex ((TOE · E)O = 3), the third intersection point is
again O.
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Finally we come to the associativity issue (20.3.5). Here I won’t
break the two steps up into two pictures. Instead, here is a depiction
of (p+ q) + r, where the blue lines compute p+ q and the green ones
the addition of r to the result:

O

r

p

(p+q)*r
p*q

q
p+q

L

L2

1

(p+q)+r

L’

L’1

2

. . . and here is what p + (q + r) looks like (blue lines for q + r, green
for adding result to p):

O

r

p

q

q*r

q+r

p*(q+r)

1
1

l’2

2

l
l’

l

p+(q+r)

We have to show (p + q) + r = p + (q + r), or equivalently

(p + q) ∗ r = p ∗ (q + r).
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Now look at the three cubics E, C = L1 ∪ ℓ2 ∪ L′
1, and D = ℓ1 ∪ L2 ∪

ℓ′1, with intersections

E ·C = [O]+ [p]+ [q]+ [r]+ [p ∗ q]+ [p+ q]+ [q ∗ r]+ [q+ r]+ [(p+ q) ∗ r]

and

E ·D = [O]+ [p]+ [q]+ [r]+ [p ∗ q]+ [p+ q]+ [q ∗ r]+ [q+ r]+ [p ∗ (q+ r)].

Argue à la §15.2: the ratio of the homogeneous polynomials defining
C and D induces a meromorphic function on E with divisor

E · C − E · D = [(p + q) ∗ r]− [p ∗ (q + r)],

leading as usual to a contradiction unless these two points are the
same.

20.4. Addition theorems

Now assume E = {y2 = Q(x)} (with Q(x) = 4x3 − g2x − g3) is
in Weierstrass form; we would like to unwind the statements (20.2.2)
and (20.2.3) that P and u are group homomorphisms (hence isomor-
phisms), to produce something more computationally explicit.

We do this first for the Weierstrass map. Writing p = P(u1) =

(℘(u1),℘′(u1)) and q = P(u2) = (℘(u2),℘′(u2)), we have

p ∗ q = ȷ(p + q) = ȷ(P(u1) + P(u2))

= ȷ(P(u1 + u2)) = ȷ(℘(u1 + u2),℘′(u1 + u2))

= (℘(u1 + u2),−℘′(u1 + u2)).

Now p, q, and p ∗ q are collinear by construction — they lie on L1

in the group law “process” for E. We may express this in projective
coordinates by saying that

(20.4.1) 0 = det

%

&'
1 1 1

℘(u1) ℘(u2) ℘(u1 + u2)

℘′(u1) ℘′(u2) −℘′(u1 + u2)

(

)* .

This is the first addition theorem, and is the analogue for bi-periodic
functions of the standard trigonometric angle-addition formulas. It
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really does express ℘(u1 + u2) in terms of ℘(u1) and ℘(u2), since
℘′(α) = ±

:
Q(℘(α)).

Let’s actually compute the group law on E. Start by writing
y = ax + b for L1 and substituting this into the equation of E to
“intersect” them. This gives

0 = 4x3 − g2x− g3 − (ax+ b)2 = 4(x− x(p))(x− x(q))(x− x(p+ q))

since L1 and E meet in p, q, p ∗ q. (Note that x(p + q) = x(p ∗ q).)1

From expanding these two expressions and comparing coefficients
of x2, one finds that

a2 = 4(x(p) + x(q) + x(p + q));

and since a is the slope of L1 it is obvious that

a =
y(q)− y(p)
x(q)− x(p)

.

Therefore we have

(20.4.2) x(p + q) =
1
4

/
y(q)− y(p)
x(q)− x(p)

02

− x(p)− x(q).

Now u(p) =
´ p
O

dx
y =

´ x(p)
∞

dx√
Q(x)

, similarly u(q) =
´ x(q)

∞
dx√
Q(x)

and

u(p + q) =
´ x(p+q)

∞
dx√
Q(x)

. Re-expressing

u(p) + u(q) ≡ u(p + q) mod ΛE

using all these formulas yields the second addition theorem:
(20.4.3)
ˆ x1

∞

dx:
Q(x)

+

ˆ x2

∞

dx:
Q(x)

≡
ΛE

ˆ

#
1
4

$√
Q(x2)−

√
Q(x1)

x2−x1

%2
−x2−x1

&

∞

dx:
Q(x)

which yields a nontrivial functional equation for the elliptic integral
´ ∗

∞
dx√
Q(x)

.
∗ ∗ ∗

1The dictionary we have in mind is: x(p) = ℘(u1), y(p) = ℘′(u1); x(q) = ℘(u2),
y(q) = ℘′(u2); and x(p + q) = ℘(u1 + u2), y(p + q) = ℘′(u1 + u2).
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The problems below (with the exception of the last one) take place on
a nonsingular cubic E := {y2 = 4x3 − g2x − g3} ⊂ P2 in Weierstrass
form, with base point O = [0:0:1], holomorphic form ω = dx

y |E ∈
Ω1(E), and Abel map u : E → C/ΛE, u(p) =

´ p
O ω (recall that this

is an isomorphism), with inverse P(u) = [1 : ℘(u) : ℘′(u)]. I have
written everything in affine form, which you can convert to projec-
tive coordinates if needed.

Exercises
(1) Show that the 2-torsion points on C/ΛE correspond to the x-

intercepts {(ei, 0)}3
i=1 and the point O.

(2) Assume g2, g3 ∈ Q. Given p, q ∈ E(Q) (i.e. the x, y coordinates
are rational), give another proof that p + q ∈ E(Q), using the
addition theorems.

(3) For this and the following three problems take g2 = −4, g3 = 0. Con-
sider the complex analytic automorphism A : E → E sending
(x, y) +→ (−x, iy). In Exercise (1) of Chapter 13, you showed that
A∗ω = iω. (a) Find A∗u (i.e. compute u ◦ A). (b) Prove that
iΛE = ΛE. (In fact, ΛE is a “square” lattice — so this is a very
special elliptic curve!)

(4) “Special case” of the 2nd addition theorem (or rather, what we
did in §20.4 above doesn’t exactly work in the case we’ll do here,
so you’ll have to work it out from scratch): write ℘(2u) in terms
of ℘(u), for E as in exercise (3), i.e. with equation y2 = 4x3 + 4x.
[Hint: write ℘′(u) and then the slope a of E at (℘(u),℘′(u)), in
terms of ℘(u). Write y = ax + b for the line tangent to E at this
point. Then factor 4x3 + 4x − (ax + b)2 into linear factors (what
are the roots?), multiply out both expressions, and compare coef-
ficients of x2.]
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(5) Continuing the last problem, show that (1, 2
√

2) is a 4-torsion
point. Use the “CM” (= Complex Multiplication) recalled in ex-
ercise (3) to get three more 4-torsion points. Can you use the
group law to find them all? (If not, why?)

(6) This problem also depends on (4). Consider a point P of E with
rational x-coordinate x0 = p

2aq , where the fraction is written in
lowest terms, a is an odd natural number and p and q are odd
integers. Show that P is of infinite order (in the group). [Hint:
write (x0, y0) for this point, and let (x1, y1) := 2(x0, y0) under the
group law; if x0 = ℘(u), then x1 = ℘(2u). So rewriting your for-
mula from (4) as a formula for x1 in terms of x0 and simplifying,
show that x1 is of the same form, but with larger a. Then sup-
pose the starting point was an N-torsion point for some N and
produce a contradiction via the pigeonhole principle.]

(7) This problem takes place on an arbitrary nonsingular cubic E ⊂
P2, with base point O = choice of flex in E, holomorphic form
ω ∈ Ω1(E) with periods generating a lattice ΛE, and Abel map

u : E
∼=→ C/ΛE, u(p) =

´ p
O ω. Prove that the 3-torsion points on

C/Λ correspond (under u) to the flexes on E.


