
MATH 494 Exam 1 - Friday February 14 Dr. Syring

1. (4 pts.) Let X1, ..., Xn and Y1, ..., Yn denote two independent normal

random samples from the distributions N(µX , σ
2) and N(µY , σ

2) where

σ2 is known. Find n such that

P (X̄ − Ȳ − σ/5 < µX − µY < X̄ − Ȳ + σ/5) = 0.90.

We have that 1.645
√

σ2

n
+ σ2

n
= σ/5 which gives n = 136 (rounded up).
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2. (6 pts.) Consider the following data on job satisfaction and income. Test

the null hypothesis that the distribution of incomes is the same between

satisfied and dissatisfied workers at level α = 0.10.

Job Satisfaction
Income Satisfied Dissatisfied

Low 20 25
Middle 23 17
High 31 9

The expected cell counts (from left to right and top to bottom) are given

by 74(45/125) = 26.64, 18.36, 23.68, 16.32, 23.68, 16.32. The chi square

test statistic has value 9.65 and 2 degrees of freedom. This is greater

than 4.605 so reject H0. The p-value is less than 0.01.
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3. (8 pts.) For i = 1, ..., n let Yi
ind.∼ Bernoulli(pi) where pi = eα+βxi

1+eα+βxi
for a

non-random covariate xi.

a) Write down the likelihood L(α, β; y1, ..., yn). Hint: first write down

the likelihood in terms of pi and then substitute the expression for

pi in terms of α andβ.

b) Take the natural logarithm of the likelihood to obtain the loglikeli-

hood `(α, β; y1, ..., yn).

c) Find the estimating equations used to derive maximum likelihood

estimators for α and β but do not attempt to solve them.

The likelihood is

L(α, β; y1, ..., yn) =
n∏
i=1

pyii (1− pi)1−yi

=
n∏
i=1

(
eα+βxi

1 + eα+βxi

)yi ( 1

1 + eα+βxi

)1−yi

=
n∏
i=1

eyi(α+βxi)

1 + eα+βxi
.

The loglikelihood is

`(α, β; y1, ..., yn) =
n∑
i=1

log

[
eyi(α+βxi)

1 + eα+βxi

]
=

n∑
i=1

[yi(α + βxi)− log(1 + eα+βxi)]
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Take partial derivatives with respect to α and β:

∂`

∂α
=

n∑
i=1

(yi − pi)

∂`

∂β
=

n∑
i=1

(yixi − pixi)

The estimating equations are:

0 =
n∑
i=1

(yi − pi)

0 =
n∑
i=1

(yixi − pixi)

4. (6 pts.) Define the median x0.50 of a distribution with CDF F (x) and

pdf f(x). Let k = b0.5(n+ 1)c and consider the order statistic X(k).

a) It can be shown that X(k)
·∼ N(µ = x0.50, σ

2 = 1
4nf(x0.50)2

) for large

n. Derive a large sample approximate confidence interval formula

for the median x0.50.

b) Why might your CI in part a) be difficult to implement in practice?

Can you suggest an alternative approach? You can just describe

this approach in words, a formula is not necessary.

(x(k) + zα/2/
√

4nf(x0.50)2, x(k) + z1−α/2/
√

4nf(x0.50)2)
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Since we do not know f(x0.50) we cannot actually compute this CI given

data. We might use a parametric approach, that is, assume some form

of f(x), like a normal distribution. In that case we might use the CI

for the mean. Otherwise, we could consider a “nonparametric” CI for

x0.50 in which we find order statistics (X(s), X(t)) such that the binomial

probability between these values is about 1− α.
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5. (8 pts.) Suppose X1 and X2 are independent Poisson random variables.

Recall the Poisson pmf

p(x;λ) =
λxe−λ

x!
, x = 0, 1, 2, ...

where λ > 0. Suppose we will test H0 : λ = 2 versus H1 : λ = 1, so

λ ∈ {1, 2} (there are only these two possible values). We reject H0 is

p(x1; 2)p(x2; 2)

p(x1; 1)p(x2; 1)
≤ 0.5.

a) The moment generating function (MGF) of a Poisson r.v. X is

MX(t) = eλ(e
t−1).

Use the MGF to show that if Y1 ∼ Pois(λ1) independent from

Y2 ∼ Pois(λ2), then Y1 + Y2 ∼ Pois(λ1 + λ2).

b) Find the type 1 error probability of the test.

c) Find the power of the test.

MY1+Y2(t) = E(et(Y1+Y2)) = E(etY1etY2)
ind.
= MY1(t)MY2(t)

= eλ1(e
t−1)eλ2(e

t−1) = e(λ1+λ2)(e
t−1).

Hence Y1 + Y2 ∼ Pois(λ1 + λ2).
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We reject H0 if X1 +X2 ≤ log e2/2
log 2

=: a and bac = 1. Using the hint:

P (X1 +X2 ≤ 1) = 5e−4 = 0.0915782.

Similarly, the power is

P (X1 +X2 ≤ 1|X1 +X2 ∼ Pois(2)) = 0.406.
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