
MATH 494 Practice Exam 1 - Friday February 14 Dr. Syring

1. The shape-scale parametrization of the pdf of a Gamma random variable

is given by

f(x; k, θ) =
1

Γ(k)θk
xk−1e−x/θ

where Γ(·) denotes the gamma function.

a) For iid Gamma random variables X1, ..., Xn write down the likeli-

hood and loglikelihood.

b) Write down the estimating equations for (k, θ) using the loglikeli-

hood, but do not attempt to solve these for the MLEs.

a)

`(k, θ;x1, ..., xn) = −n log Γ(k)− nk log θ + (k − 1)
n∑
i=1

log xi −
1

θ

n∑
i=1

xi.

b)

0 =
−nk
θ

+
1

θ2

n∑
i=1

xi

0 = −nΓ′(k)

Γ(k)
− n log θ +

n∑
i=1

log xi
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2. Consider a random sample X1, ..., Xn from a Unif(0, θ) distribution for

θ > 0.

a) Compute the bias of θ̂ = maxiXi.

b) Find the MLE of θ. Hint: it may help to write the pdf as

f(x) =
1

θ
1{0 ≤ x ≤ θ}

where 1{·} denotes the indicator function.

a)

Let X(n) denote the sample maximum. Then, P (X(n) ≤ x) =
(
x
θ

)n
and

fX(n)
(x) = n

θ

(
x
θ

)n−1
. From this density, one can show

E(X(n)) =

∫ θ

0

n
(x
θ

)n
dx =

n

θn
xn+1

n+ 1
|θ0 =

n

n+ 1
θ.

So,

Bias(θ̂) = E(X(n))− θ = − 1

n+ 1
θ.

b)

`(θ;x1, ..., xn) = −n log θ +
n∑
i=1

log 1{0 ≤ xi ≤ θ}.

The loglikelihood is −∞ when θ is less than x(n), and for any θ ≥ x(n) it

is equal to −n log θ, which is monotone decreasing in θ. Therefore, the

MLE occurs at X(n).
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3. Consider the following grades from a statistics exam in a class that in-

cludes both undergraduate and graduate students.

Exam Grades
Undergrads 66 72 74 78 81 82 83 93 93 94
Graduates 71 76 77 84 92 93 96

Denote the undergraduates grades byX1, ..., X10 and assumeXi
iid∼ N(µX , σ

2
X).

Similarly, denote the graduates grades by Y1, ..., Y7 and assume Yi
iid∼

N(µY , σ
2
Y ).

a) Find a 95% confidence interval for the difference in mean grades

µY − µX .

b) Test the hypothesis of equal population variances (versus unequal)

at α = 0.10.

The test statistic is t = X̄−Ȳ√
S2
X/n+S2

Y /m

H0∼ t(ν) where ν equals the degrees

of freedom given by the formula at the end of the practice exam. The

CI is

(X̄ − Ȳ + tα/2(ν)
√
S2
X/n+ S2

Y /m, X̄ − Ȳ + t1−α/2(ν)
√
S2
X/n+ S2

Y /m).

For the given data x̄ = 81.6, ȳ = 84.14, s2
X = 81.38, s2

Y = 95.14 and

ν = 12.89 which we should round down to 12 df. Then, using the table,

the 90% CI is (−11.04, 5.95) (95% CI is about (-12.93, 7.84)) and we

would not reject H0; the test statistic value is −0.53.

For b) we have S2
Y /S

2
X = 1.0412. Compare this to F0.95(6, 9) = 3.37, and

do not reject the null hypothesis of equal population variances.
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4. Consider the following histogram of 100 lifetimes (in days) of worker bees

during peak summer season.

Histogram of data
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a) Given
∑100

i=1 xi = 1376.027 and
∑100

i=1 x
2
i = 22324.95 find the Normal

distribution best fitting this data based on the MLEs of µ and σ2.

b) Find a 90% CI for the median X̃ of the distribution based on the

Normal distribution in a). Hint: the mean and median are the same

for a normal distribution.
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c) Let F (j, k; p) :=
∑k−1

`=j

(
n
`

)
p`(1 − p)n−`, where n = 100. Find a

nonparametric CI for X̃ using the following information:

j k p F(j,k;p)
40 60 0.5 0.954
41 59 0.5 0.927
42 58 0.5 0.889
43 57 0.5 0.837

And, X(40) = 11.680, X(41) = 11.681, X(42) = 11.769, X(43) =

11.844, X(57) = 13.403, X(58) = 13.528, X(59) = 13.864, X(60) =

14.239

Comment on which CI, from b) or c), you feel to be more appro-

priate. Why?
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a) The MLEs are the ordinary sample mean and sample variance times

n − 1/n x̄ = 13.76 and (n − 1/n)S2 = 1
n−1

[
∑
x2
i − 1

n
(
∑
xi)

2] = 34.25 ∗

100/99 = 34.6.

b) Since the mean and median are the same, use the CI of the mean for

the median, which is

(X̄ + t.05(99)S/
√

100, X̄ + t.95(99)S/
√

100)

= (12.79, 14.73)

Since the table provided only has t quantiles up to 30 df you may use

the standard normal quantiles.

c) From Section 4.4.2, if we have

P (X(i) < xp < X(j)) ≥ 1− α

then the sample quantiles can be used as an approximate CI for the pth

quantile (x(i), x(j)). In this case we have

P (X(41) < x0.5 < X(59)) ≥ 0.9

so use (11.681, 13.864) as a CI for the median. Since the distribution is

skewed positive the CI using the normal distribution is to the right of

the nonparametric CI. The normal distribution is not a great fit (due to

skew) so it’s better to use the nonparametric CI.
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5. Let X1, X2 be independent r.v.’s both having density f(x; θ) = 1
θ
e−x/θ

for x > 0. Suppose we reject H0 : θ = 2 versus H1 : θ = 1 if

f(x1; 2)f(x2; 2)

f(x1; 1)f(x2; 1)
≤ 1/2.

Find the probability of type 1 error and the power if we consider the

parameter space to be θ ∈ {1, 2}.

This ratio simplifies to 1
4
ex1/2+x2/2. Then, for Type 1 error probability

we must compute P (X1 +X2 < 2 log 2):

∫ 2 log 2

0

1

2
e−x2/2(1− e− log 2+x2/2)dx2

= 0.15342.

For power we have

P (X1 +X2 < 2 log 2|X1, X2
iid∼ Exp(1))

=

∫ 2 log 2

0

e−x2
∫ 2 log 2−x2

0

e−x1dx1dx2

= 1− 1/4− 1/2 log 2

≈ 0.403
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6. The following data are reproduced from the 1996 General Social Survey

from the National Opinion Research Center:

Religious Beliefs
Highest Degree Fundamentalist Moderate Liberal Total
Less than High School 178 138 108 424
High School or Junior College 570 648 442 1660
Bachelor or Graduate 138 252 252 642
Total 886 1038 802 2726

Test the null hypothesis of independence of religious beliefs and educa-

tion level using the appropriate Chi Squared test and α = 0.01.
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Here’s some R code I used to compute
∑KJ

i=1(Oi−Ei)2/Ei =
∑K

k=1

∑J
j=1

(nkj−nj+n+k/n)2

nj+n+k/n

where njk are the cell counts in the table, n is the total, and n+k and nj+ and

column and sum totals. The number of parameters is KJ − 1 = 9− 1 = 8 and

the number of estimated parameters is K − 1 + J − 1 = 4 so we get df = 4.

The cutoff value for the test is the quantile χ2
4(.99) = 13.28 so reject the null

hypothesis.

> Oi_Ei2_Ei <- c( ((178 - 424*886/2726)^2)/(424*886/2726),

+ ((138 - 424*1038/2726)^2)/(424*1038/2726),

+ ((108 - 424*802/2726)^2)/(424*802/2726),

+ ((570 - 1660*886/2726)^2)/(1660*886/2726),

+ ((648 - 1660*1038/2726)^2)/(1660*1038/2726),

+ ((442 - 1660*802/2726)^2)/(1660*802/2726),

+ ((138 - 642*886/2726)^2)/(642*886/2726),

+ ((252 - 642*1038/2726)^2)/(642*1038/2726),

+ ((252 - 642*802/2726)^2)/(642*802/2726)

+ )

> Oi_Ei2_Ei

[1] 11.7222324 3.4059544 2.2471145 1.7207437 0.4004124 4.4043135 23.9290905

[8] 0.2326050 21.0942930

> sum(Oi_Ei2_Ei)

[1] 69.15676

>
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Formulas

Two-sample t-test and confidence intervals degrees of freedom:

X1, ..., Xn
iid∼ N(µX , σ

2
X), Y1, ..., Ym

iid∼ N(µY , σ
2
Y )

df =
(
s2X
n

+
s2Y
m

)2

s4X
n2(n−1)

+
s4Y

m2(m−1)

Chi-squared tests: Let Oi and Ei denote the observed and expected cell

counts in a frequency table. Then,
∑k

i=1
(Oi−Ei)

2

Ei

·∼ χ2(df) where

df = number of free parameters - number of estimated parameters.

Beta distribution: f(x) = Γ(α+β)
Γ(α)Γ(β)

xα−1(1− x)β−1. E(X) = α
α+β

.

Γ(n) = (n− 1)! when n is a positive integer.
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